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ABSTRACT allow us to increase the diversity of the ways in which we

Wrist-watches are worn by a significant portion of the use watches in our daily lives.
ZRUOGTV SRS XODW L Rigefulaesis Mooy U SRWH%WL.D . . . :
limited to checking the time. Watches are located in a primeGeSt_ure recognition is a growing area of interest because it
position to retrieve valuable position and acceleration data’roVides @ natural, expansive interface for humans to

IURP D XVHUTV KDQG PRYHPHQRW FFQB“W%:‘% wefrrerpytersy [he,jceeased versatility and

the plausibility of using watches containing accelerometersuid and gesture motions In comparison to key

to retrieve acceleration data from hand gesture motions foPresses gnd flnge_r SwWipes allows p(_aople to more seamlessly
use in human-computer interaction tasks communicate with digital devices. Accelerometers

implanted in wrist watches worn on us§isands can
We compare two approaches for discerning gesture motiongegister unique acceleration signatures of motions that can
from accelerometer dataaiveBayesian classification with  be processed into simple motion types for use in various
feature separabilityveighting and dynamic time warping applications.

We introduce our own gravity acceleration removal and . . .
gesture start identification techniques to improve theYSiNg @ watch with an accelerometer has lower complexity

performance of these approachddgorithms based on and cost compared to came_r_a—bas_ed gesture recogfdilion
these two approaches are introduced and achieve 97% aHH addition, gesture recognition with accelerometers worn

95% accuracy, respectivelWe also propose a novel planar on the _h_ands is simpler to set up than carhesad gesture_
adjustment algorithm to correctly recognize the samer€cognition because a user does not need to face a particular

gestures drawn in different planes of motion and reducedlrectlon or sit in front of a screen. For example, a user

spatial motion dissimilarities. wearing a wgtgh can control a stereo with a wave of the
hand while sitting in a different room or scroll through a
Author Keywords public display from a distant seat.

gesture recognition; accelerometer; watch gesture ] )
recognition; Bayesian classifier; feature separability N this paper, we discuss two approachtl) Feature
weighting; dynamic time warping: plane adjustment Welghted Naive Bayesian Classlflers [3] and (2) Dynamic
Time Warping [4], which require a smaller number of
training samples but still provide high accuracy. We also
introduce our own improvements to these algorithms that
improve their usefulness in accelerometer-based gesture
INTRODUCTION recognition.
There is immense untapped potential for more naturalPrevious

human-gomputer mteractlon that lies within Watch.es. recognition using dynamic time warping [9]. In this paper,

Introducing computmg power into .WatChes by. _qddmg_ we attempt to expand on previous research by testing the
accelerometers and wireless transmission capabilities W'"efficacy of rotationally normalizing gestures and applying
feature weighted naive Bayesian classification to gesture

recognition.

ACM Classification Keywords
I.5.2[Pattern Recognition]:Design Methodologylassifier
design and evaluation

work has explored watch-based gesture
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We use an ASUS TF300T Android tablet to run our
algorithms (which are all implemented with Java); however, 1
our implementation can be used with any Android device \\A /““H“’\\w
and can be ported to other mobile platforms. The tablet = S )

receives accelerometer data from the watch through an RF- Dquare

receiver with USB interface, which is recognized as a serial r [\\// o
port inside of Android. \/ v-\\J‘ : ,

Although we use a Tl EZ430 Chronos Watch in our trials, Star
any watch that can transmit data to a digital device could be

used to achieve the same purpose. / w.ﬁ \\__
METHODS

The proposed gesture recognition methods can be split into
three main phases.h& preprocessingohase converts the
acceleration measurements into a form that is more easily
recognizable. Theplane adjustmentphase makes the

acceleration data rotationally independent. Tgesture time. The red line represents the acceleration graph after th

identi_fi'catilon stage .usets eithe.r Weightgd feature low pass filter has been applied. These graphs only show the
classification or dynamic time warping to predict the most one dimensional x-axis acceleration.

likely gesture given the acceleration measurements.

Circle

Figure 1. Acceleration graphs of gesture trials. The black line
is a graph of the acceleration magnitude from the watch vs

Plane Adjustment:
Preprocessing: . ] -
The raw data set received from the accelerometer is noisyONe iSsue in gesture recognition that has not been explored

contains still frames, and is skewed by gravity so the datd" depth in prior work is recognizing gestures in different

must be adjusted before they can be properly classified. ~ Planes of motion as the same gesture. Sometimes when a
user is told to trace a circle, he or she does so in the xy

The first step in the preprocessing phase is the removal oplane, but other times he or she might trace it in the yz
WKH DFFHOHUDWLRQ FDXVHG E\ JhidReYd: W Sondpiifle in%béikeer DWFK TV
acceleration measures. Assuming the rotation of the watch

is held reasonably constant throughout the gesture, th&Ven if the user is trying to make all of the motionsain
average of all of the acceleration measurements on eacfindle plane, there are also usually slight discrepancies in
axis in practice approximately represents the constant valué'e planes of motion among different gesture trials. To
of gravity on that axis. To eliminate the effects of gravity, allow for more realistic and orientation-independent

this average value is subtracted from each axis at eacRommunication through the watch, a plane adjustment
frame. phase is included in our algorithm.

Still frames at the beginning and end of the data that are ndf this phase, first, the best-fit plane (shown in red in Figure
part of the gesture are also removed. Still frames are?) of the acceleration vectors is foufidhe rationale behind
detected by checking the average acceleration in each 0.1 is that if the motion lies in a single plane, then the
second window. If the acceleration in a window is below a &cceleration vectors of a closed shape (e.g., a circle) should

constant threshold, then that window is removed from the®n average lie in that main plane. As there could be many
gesture. motion vectors in the motion that do not lie in the main

plane even after using a low-pass filter, all acceleration
The jolty nature of hand motions and the discrete samplingdsegments between points of inflection are added up to form
of the gestures contribute white noise to the data. A |0W-one vector. In this way, we can identify the general
pass filter is used to extract the main gesture motion fromG LUHFWLRQ Rl WKH XVHU{WLRRWHBBK U I
the noisy accelerometer data. This common process isndividual motion segment.
integral in recognizing gestures because it eliminates high-
frequency noise while revealing underlying low-frequency !f these gesture segments are represented as a set of vectors

patterns in the data. Figure 1 shows the difference between<uL AiA (¥ gard the plane is represented by the

the acceleration data before and after the low pass filter i€quationV L# TE $ UE 9%hen the best fit plane is found
applied. by minimizing the error, which is

AY g TE $ YE % FoV.

To find the best fit plane, the following matiix solved
using Gaussian Elimination [5].



membership probabilitiesin our implementation of this

a a a a

T I Tyl T T 0\ algorithm, twenty statistical features are extracted from the

i . ves  Qes - Qesty 1 ogec acceleration data. These include common statistical

i T T U T U gesiLil U oMk measures such as interquartile range, average energy,

P Ua@s ) 3@5 SRR S maximum of absolute value, and standard deviation.

A Ty 1 Ug I s 2 i Vga .

" ves U @5 U@s0O I vesO Before a user operates the system, the user registers a set of
After the best fit main plane is found, each vector is fraining gestures. A weight between 0 and 1 is calculated
normalized relative to this plane (shown in Figure 2). for each feature type based on the similarity of feature

measures of the different trained gestures of the same
gesture type. A weight value close to 1 represents very
precise measures and a value close to O represents
imprecise measures.

Comparasion between Acceleration data before rotational normalization and after

s ARy | When the user is running the gesture recognition system,
‘ G~ |HDWXUH PHDVXUHV DUH H[WVUWHWHG

acc data before |

Bt piane before | gesture. The proximity of each feature measure to the

" RAN e e | average trained feature measure of each gesture type is
calculated by a normal distribution by the following
o7 Al equation:
gl o _,,{b-"""m LNKTEIEPY9Opta0 ag0=eard?¢a0yaowadsUe;
el Then this proximity value is multiplied by the feature
y X weight that was calculated in the training phase. All of

these multiplied values are summed up and the system

.Fi%#re 2. 'Il'he redc(j:Ltjrr]vebrlepresents a circle ?ets;ure perfon‘;{ed predicts the X VHU TV JHV W dddtbie \type VEtH thay K H
in the yz plane and the blue curve represents the same gestur greatestaculated value.

after its acceleration data has been reoriented relative to the
Xy plane. (b) Dynamic Time Warping (DTW):

The previous step takes into account rotation about the >PTW is a widely used algorithm in gesture recognition that
and y axes, but does not account for rotation about the alculates the similarity between two time-series data sets.
axis. To fix this, the approximate best-fit line inside the Z'S alggrltrt\m_ls_lba}fe% cin the idea tf;at to f'gd tft1e t|r|n(?,[-
best-fit plane is found. To approximate the best fit lihe, t '?] eEen Jen st:nl arty be Weeg a Iges Lére an g e?@rﬁ’ ate,
lines extending at angles di= 22.5°, 45°, 67.5% f the i" point of the gesture can be aligned (warped) to'the |
from the origin are tested and the best fit line of these ispomt of template [#
chosen.

For the set of pointsdy L Arua da l)kf, @lge best fit Uvalue

is obtained by m|n|m|zmgAU@5U F -7¢ Ty . This
equation was chosen because it calculates the sum ¢
diffences between acceleration vector angles and the
candidate best fit line. We want to find the line on which
most acceleration vectors approximately fall, so using the
differences between angles is logical.

Once Uis found, a new angléhL —f®: Ty F Uis
calculaed for each vector. A final vector@L O
¥TBEWYU ...« UREB U <o y®V, which is the
original vector adjusted relative to the best fit line, replaces
each original acceleration vector.
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Gesture ldentification . . . .
We compared two approaches to identify gestures based on Figure 3. Each point in the grid represents the geometric

D XVHUYV DFFHOHUDWLRQ GDWD distance between Circle_1 at index y and Circle_2 at index x.
_ _ - For example, to match up Circle_1 at index 10 with Circle_2
(a) Feature Weighted Naive Bayesian Classification: at index 3 requires a geometric distance of about 45.

Naive Bayesian Classification [3] is a promising technique _. 3 id isual il . f th f
in gesture recognition because it can make accuratd'9Ur€ 3 provides a visual illustration of the process o

predictions by using statistical measures to calculate® W Of two sets of data. In this algorithm, first a mathix
is calculated. Each element a(i,j) in the matrix represents



the geometrical distance between the sample data at time LWKRXW 30DQH $GMX
t(i) and template data (collected in training phase) at time
WM $Q\ JHVWXUH WKDW DM QR VBILNMR\WKH WHPSOoDWH EFWHG &
to be of the same gesture type. Second, a path in the matrix &LU[ )LIXYy 6 TXD|] 6W
A is found so that among all of the paths from a(0,0) to
a(n,m), the sum of all the elements on the path (P_sum) is | o &LUF
minimized. ) YLIXU
. . >
The above two steps give a value P_sum representing the = 6T XD
similarity between one sample data set and one template | [
(training) data set. Then these steps are completed for all of | 6WDU

the sample/template data pairs. The pair that has the

VPDOOHVW 3SDWK VXP YDOXHKNWXUGL Faig Bb\VReAKs or Bdskht@ gdstWe-r@tiahstwhen plane

adjustment is not used. Each gesture type on the top is how the
RESULTS algorithm classified the motion and each gesture type on the
Naive Bayesian and Dynamic Time Warping: left is how the motion should have been classified.

We tesed both techniques using five gesture samples ofAPPLICATIONS

four gesture types from five different people. The testedwatch Gesture Recognition

gesture types were circle, figure eight, square, and star. Thghe use of a common watch equipped with an
average accuracy was 97% for the feature separabilityaccelerometer is sufficiently cheap and non-invadive
weighted Bayesian Classifier, and 95% for the dynamicmake it practical for real-world use in a variety of
time warping. applications.

Both of the proposed methods have comparable accuracY¥he most direct application of this technology is in more
with previously tested Hidden Markov Models and k-mean natural and flexible communication with digital devices
algorithms [67]. However, feature separability weighted such as tablets, televisions, and stereos. When sitting in
naive Bayesian classifiers and dynamic time warping runfront of a screen, a user could rotate a graphic on a
faster on large data sets and require a smaller number gfresentation by moving his or her hand in a circular motion,
training samplef2]. automatically bookmark a webpage by making a star
Plane Adjustment: motion, or use a hand gesture as a shortcut to go to his or

When five training samples per gesture type are used, thaer emails Of course, this form of intergction could not
average success of the feature separability weighted naiviePlace a keyboard and mouse for certain tasks, but it still
Bayesian classification with plane adjustment is 83.75%,0P€Ns the door for more diverse and seamless interaction
compared to 72.5% success without plane adjustmentWVith users.

When 10 training samples per gesture type are used iThjs setup could also allow a user to remotely control
training, classification accuracy with plane adjustment devices when he or she is unable to or does not want to
improves to over 90%. Table 1a and 1b show the specifiqouch a device. A user could use the watch as a more
performance of plane adjustment for each gesture typeatural universal remote to change the channel on the
when naive Bayesian classification is used. television, turn off a computer, or turn off the lights. Also in

. a public situation in which diseases can be spread by touch,
‘LWK 30DQH SCMXVWI users could interact with public displays like ATMs and
SUHGLFWHG & airport kiosks through the watch instead of by touch.

&LU| )LIXY 6TXD| 6 W Also there are many situations where people want to control
SLUF a digital device but touch or keyboard control is

impractical. When a user is cooking, wearing gloves, or
YLIXU driving, he or she may be unable to control a stereo,
computer, or other device. Accelerometer-based gesture
6TXD recognition through a watch is a feasible solution to this
6WDU problem because a user could perform a hand gesture to
control a device when they cannot access it directly.

Table 1a Results when plane adjustment is used. Each gesture  agditionally there is tremendous potential for watch
type on the top is how the algorithm classified the motionand  5ccelerometer based gesture recognition in immersive game
each gesture type on the left is how the motion should have o - jogies. This was recently evinced by the tremendous
been classified. : . o . .
success of the Nintendo Wii. The Wii is primarily focused
on recognizing short, linear motions and using a remote to
track a cursor on the screen. On the other hand, our setup is

$FWXDO




more concerned with recognizing gestures that can be
added to in-game controls. These include using a circle to
turn around and an up down motion to unlock a door.

We built an intelligent alarm clock Android application that

uses the Chronos watch to detect if a user is asleep b
checking for simple gestures [8]. We are also in the proces
of building Android applications that leverage the Chronos
watch and gesture recognition in password detection and
hand motion controlled features in media players. /

Plane Adjustment

Normalizing the rotation of gestures can improve the
accuracy and the flexibility of gesture recognitiofn
example of the usefulness of this technique is in public
situations where devices communicate with different users.
This form of user-independent communication is
susceptible to different users using different rotations of the Figure 5. A circle is drawn in the xy plane when the watch is

same gesture. tilted to the side. This is the same motion as in Figure 4
because the watch is tilted at the same angle relative to the
Interestingly, our plane adjustment algorithm improves plane of motion.

ge_sture recognition not only in dlffergnt plaqes .(planeACKNOWLEDGEMENT
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ABSTRACT FRJQLWLYH DYDLODELOLW)\ DXPGVXREGHU

$ SHUVRQTV FRJQLWLY H yhwarDnvirhenD Q faayFHawve el pWits t0 Whore continuing alarms during the
strongly impact decision making and user experience, bufatal accident [3] on the Rio to Paris flight AF447, which
are still very difficult to evaluate objectively, unobtrusively, disappeared over the AtlantilBeing able to assess
and in real-time. Focusing on smart pen or stylus input, thiscognitive load in real-time can allow intervention when
paper explores features capable of detecting high cognitivgevels become too high and can prevent such accidents.
load in a practical set-up. A user experiment was conductedurthermorein other less safety-critical settings, cognitive
in which participarg were instructed to perform a |oad assessment can still be useful. For example, in an
vigilance-oriented, continuous attention, visual search taskeducational settingassessingVWXGHQWVY FRJQLWL
controlled by handwriting single characters on an could help teachers to better control teaching content and
interactive tablet. Task difficulty was manipulated through pace, and thus improve learning effectiveness and
the amount and pace of both target events and distractorsfficiency. Therefore, research into ways to estimate human
being displayed. Statistical analysis results indicate thafcognitive state and capability is criticad improving the
both the gesture lengthand width over height ratio quality of human computer interaction, increasing task
decreased significantly during the high load periods of theperformance, and developing optimized human-decision-
task Another feature, the symmetry of the let@gr{ishows  support applications. Practically speaking, it is important to
that participants tend to oversize the second arch undelook for good methods of measurement and estimation,
higher mental loads. Such features can be computed verywhich will be not only accurate, but also unobtrusive and
efficiently, so these early results are encouraging towardseal-time, so they can reduce noisepredictable factors

the possibility of building smart pens or stydgshat will be and disruptions to the cognitive process.

able to assess cognitive load unobtrusively and in real-time. . -
There are four different ways to measure cognitive load

Author Keywords explored in the literature [8](i) subjective assessment
Gesure features; cognitive load; user study: pen-baseoteCh”'q“eS; (ii) task and performance based techniques; (iii)

input; vigilance; attention; human-computer interaction. behavioral ~measurements; and (iv) physiological
o measurements. Typically, more than one meibatsed, so
ACM Classification Keywords their combination can improve accuracy. In our user study

H.5.2. [Information interfaces and presentation]: User poth behavioral and physiological measures were used, but
interfaces + Evaluation/methodology; Input devices and thjs paper focuss on behavioral measurement. Behavioral
strateges measurement is here defined as non-obtrusive data
collection during natural multimodal interaction. In this
INTRODUCTION ) paper, we report on a user study in which participants
Cognitive load represents the mental effort imposed on gerformeda vigilance-oriented, continuous attention, visual
participant{ V. FRIQLWLYH VI\VWHP ZKHQ SEthRAPBIRhnkoieddy WahdwiithPdhgle characters
task [8] When a task demands very high quality of o5 g interactive tablet. We examine behavioral features of
performance, like air traffic control or machine operation, ipe pen gestures input in two cognitive load levels to

the degradation in quality caused by too-high cognitive l0ad;jentify efficient features that can be computed in real-time.
may lead to accidents or serious consequences. For

example, it was found that the lack 6fDW O H DV WPrigrpprkjhas looked at how gesture features are related to
changes in cognitive load induced by task complexity [10]

and task memory demands [11] for simple shapes (circles

Permission to make digital or hard copies of all or pérthis work fol and CI’OSSGS). That work found that features such as shape

personal or classroom use is granted without fee proviudcopies al

not made or distributed for profit or commercial attege and that copi degeneration [10] and pen _traj_ectory dur_ation, S_p_eed, and
bear this notice and the full citation on the firagp. To copy otherwis length [11] are correlated with increases in cognitive load.
or republish, to post on servers or to redistributdistts, requires pric Our study expands on that prior work by (a) using another

specific permission and/or a fee.
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Santa Monica, CA, USA

Copyright is held by the author/owner(s)

way to induce cognitive load (i.e., task speed), (b) probing



additional pen input features (i.e., pressure, bounding boxCompared to other modalities, pen gesture offers benefits
size, and geometric features such as the symmetry of lettegsuch as naturalness for the user, low intrusiveness, and the
MP T DQG F XVLQJ D zZhpsGtidhapasile.l HpessiBlity So-a@tomatically analyze data in real-time. It can
letters). Prior analysis based on the same experimentapture variations in performance implicitly without
reported in this paper [2] found thatesture duration interrupting the task, and the data is available for analysis
number of points(correlated withspeed, and gesture  once the current gesture is finished 18]. In the market,
lengthwere all significantly affected by cognitive load. there are already digital pen and paper systems, such as
dAnoto, which support gesture capture and online/offline
analysis [1]. Prior research has shown that for specific
tasks, for example, math problem solving by high school
students, pnbased systems provide cognitive support and
roduce better learning results than traditional keyboard
nd mouse graphical user interfaces [6], so we believe there

iw{l&rupotential in developing pen-based adaptive
ystems for bBth safety-critical and other tasks.

In this paper we extend the list of features examined an
find that features such asormalized gesture lengthnd
width over height ratiodecreased significantly during the
high load periods of the task. Also, after examining
visualizations of all recorded gestures, we noticed that som
letters seemed to exhibit different forms as cognitive load.
varied, for example WKH V\PPHWU\ R WK
that participants tend to oversize the second arch under
higher mental loads, as illustrated in Figure 1. Such features
can be computed very efficiently, so these early results ar{ collect Extract Measure Adapt
encouraging towards the possibility of building smart pens|  Input Features C°f;;ﬂ"e Interaction
or styluses that will be able to assess cognitive loa

unobtrusively and in a-time.

Figure 2. Smart Pen Workflow.

In our work, we use the workflow in Figure & the
Normal m Y\(\ accepted model of how smart pens process and react to user
input Based on the written content, the pen extracts
geometric features and automatically classifies them
according to pre-built models, possibly trained for specific
High m m users. Depending on the application, high cognitive load
detection can be used to trigger alerts, e.g. when a mission-
critical operator is experiencing high cognitive load, a
manager may be alerted to provide additional resources or a

Figure 1. Sample Input from two Participants. break for the operator. In other contexts, the pace of the
content can be adapted, e.g. when a student is learning
MOTIVATION online content using an interactive tablet.

Cognitive Load Impacts Performance

Cognitive load is closely related to the capacityofking
memory which, according to the cognitive load theory [8]
refers to the brain system providing temporary storage o
the input necessary to acquire information, process it, an
prepare feedback actions when completing tasks. Th
capacity of working memory is limiteéccepted estimates

Simulating Real-World Tasks

Previous research has used a variety of experiment designs
fto collect pen gesture input and correlate it to cognitive
&oad. One example is the map tasks in 1@, in which
é)articipants are asked to look for routes and organize a
green light corridor on a city map. There are also tasks
of the amount of information it can hold at a time is instruc_ting participants to compose sentences from three
restricted to 7 = 2 items [5]. When cognitive load exceedsprede}(Inecj words [12] or to solve mathematics problems

ZRUNLQJ PHPRU\YV FDS D&tciant] o L BS]_ uniri% Ral_rrf‘icipants to write down all the intermediate

performance starts to degrade [1Dhis degradation could Processes. In" this paper, we use a continuous attention,
lead to longer reaction times, higher error satand visual search task, which simulates real-world vigilance

decreased conol of actons and movemens . [11) 255 S0ch 2 8 veffc conva) ofnformaton anabss O
Therefore, we are examining methods of unobtrusively 9 ' y

detecting cognitive load spikes, such as using the gestur8n specific geometric features of the single letter inputs.
features discusses in this paper, to allow systems I%XPERIMENT DESIGN

intervene to reduce negative impacts of higher load. Participans performed a vigilance-oriented continuous

Pen Gesture Input as an Unobtrusive Sensor attention and visual search task.[Rluring the experiment,
Pen gestures are input produced through a pen or stylu UURZV IDFLQJ RQH RI IRXU GiekBHFWLR C

- i tial ith some overlap) on the screen,
GXULQJ D XVHUTV LQWHU®ZReLieg z{SHREDHsqapeptially (yih,some > scre
research indicated that some gesture features can be used g eac(%hofﬁfem was clozmpamggl bY d a ;}?Xt lldhentlﬁer
indicators of cognitive load imposed by a tagk,[11, 12]. underneath. ere were possible idensfidipha,



bravo, delta, echo, golf, hotel, india, lima, mike, oscar, DATA ANALYSIS RESULTS
romeo,zulu}. At any moment, all the identifiers visibtmn Bounding Box

the screemwere unique. The participants were instructed to The termboundina boxrefers to the smallest box that can
GHWHFW DQ\ DUURZ IDFLQJ GRIZRW Kédﬂﬂaﬁ?&'gésﬂj%geh’nlreﬁ?ﬂ TRe%Buning box has several
objects (distractors) on the screen, and to write down thegeometrical features, includirfieight width, areaand the

first letter (the highlighted character in the above list) in a,;iqih to height ratio(width/height, which is alsaot . in
yesture drawing spacdocated at the bottom right of the Figure 9.

screen. The user interface is shown in Figure 3.

%2 Metnects of Computer Input Sty TASK. =

Time lef  00:07:26 Targess found: 1 Targets missed: 9 Distracters. 2 Eamed§ 500

UserlD: 1=
Session Seings: a

i :
i Input Feedback /
s b
&« e e Figure 4. Defining a bounding box for the gesture.
i3 The meanwidth over height ratioacross all gestureis
0.851 1 203, N = 10) in the Normal condition and
X 0.768 1 1 ) in the High condition. The
decreasing trend of mean width over height ratio between

Figure 3. Experiment User Interface. Normal and High is consistent for all but one participant

The result of a two-tailed t-test shed/the width over

There were two levels of cognitive load in the task, labeledhejght ratios varied significantly between Normal and High
Normal and High, and the level was manipulated by (y9) =3.05p < 0.05).

controlling the time interval between arrows and the
frequency of occurrence of target Objects_ During H—“g However, when Comparing all letters together, we must take
periods, the higher frequency of actions required increasednto account that the generic letter shapes exhibit different
intrinsic cognitive load, and the higher number of Width over height ratios. For example, the width over height
distractors increased extraneous load, so this condition igatio for lima andindia are quite small compared to the
labeledhigh loadin our analysis. ratio for mike. Moreover, the frequency of occurrence of
o different letters was not completely balanced between the
There were 12 participants (7 males and 5 females) whqyg conditions because there were many more targets in the
used the pen modality to perform the task. Tw_o part|C|pantsHigh condition For examplelima orindia appear 9 times
(both female) were excluded from data analysis due to postag™ihe targets in the High condition, but only once in the
hoc analysis showing that in-task recognition of their Normal condition. Therefore, the significant result above
gestures had had very low accuracy (i.e., less than tWonay pe partly due to a bias linked to targets (letters) with

standard deviations below the mean), leaving an N df 10.smaller width over height ratio occurring more frequently in
The equipment used to collect gestures during thewe High condition.

experiment was a Tablet PC (Fujitsu Lifebook T-900). The

system collected all task information, including the target In order to mitigate the effect of the shape of the letter, the
and distractor objects and their order of appeee(same  ratio of each gesture was normafizG E\ D 3VWDQGDUG’
sequence for every user), task performance (recognizedPr each specific letter, reflecting the shape of the letter
result and the system response: True Hit, Miss, etc.), and he standard ratio is calculated as the average width over
pen input trajectories. The analysis is based on thes&eight ratio across all occurrences of that letter from all
trajectories, which store each sampled gesture poinfarticipants, across both conditiohe limited number of
(timestamp, character written, coordinates, pressure), angestures from each participant did not permit us to establish

whole gesture information (start and end indicators). a standard ratio per letter per participant.) Each individual
occurrence o# letter is normalized by dividing its ratio by

the standard ratio for that letter:
normalized_ratio = original_ratio / standard_ratio

The standard ratios in Table 1 validate that different ratios
apply to different letters. For exampiedia andlima have

! This low accuracy could have caused an additional load en th relatively small values, whereasike andzulu are larger.

user and, for this investigation, we wanted to isolate the load

caused by the task difficulty manipulation only.




After that processing, a two-tailed t-test was used onceoccurrences of each letter from all participants, across both
more on the normalized width over height ratios, but found conditions). After such normalization, the mean values of

no significant differences between Normal and High gesture lengttwere 1.08 1 1 IRU 1RUPLEL
conditions when controlling for properties of the letter and 0.93 1 1 HighR iddicating a shorter
entered{(9) = -0.32n.s). gesture length in the High condition which was significant
- . by a two-tailed t-testt(9) = 3.79 p < 0.05), further
Letter | Standard Ratio Letter Standard Ratio supportingW K LV | HD W X U H fodgritiMeddady/ L R Q VK L S
alpha 1.13 india 0.19
- Symmetryof OHWWHU pP{Y

bravo 0.62 lima 0.40 To examine whether our anecdotal observations of

delta 0.60 mike 1.48 GLIIHUHQFHYV LQ WKH WP ZHWU\ WIS RH W

acho 103 oscar 079 b_y the da;a, we compared the widths pf the left arch and

right arch in High and Normal load conditions
golf 0.53 romeo 0.97
hotel 0.64 zulu 1.87

Table 1. Standard Letter Ratio for each letter in the study.

Gesture Pressure

Every point of a gesture has a pressure value as sensed by
the hardware during input, and we defgpesture pressure ,
asthe mean pressure value across all points of that gesture. s sl e sl e o T s N i R

The pressure sensing capability malfunctioned during the Figure 5. Symmetry of the letter m {
study, so another two participasmhad to be excluded from . ) )
just this analysis (leaving an N of 8). The mean values offFigure 5 illustrates how to extract the feature. The first step

gesture pressurdor the remaining8 participans were is to find the bounding box of the Ietter, then compute the
25,743 screen dots in the Normal condition and 26,164 dotlistanced between the top and bottom lines, and then draw
in the High condition (the TabletPC range was3@767 @ Straight horizontal line in the middle of the ba/ 2
screen dots])A similar normalization process to the one away from top and bottom lines. Typically, there will be

described for the bounding box was used here: about 5 crossing points between the line and the gesture,
. but the actual number of crossing points may vary
normalized_pressure = current_pressure / standaedspre according to the way the letter was written. After that, the

where the standard pressure for a specific letter isfatio between the two longest segments of the horizontal
calculated as the average pressure across all occurrences !Bte: g andp is used to check the symmetry of this letter:

that letter from all participants, across both conditidie Symmetry = q/p
mean values after normalization were 0.93b 1 ] ] ]
8) and 0.938 1 1 for Normal and High  The closer to 1 this value is, the more symmetrically the

conditions, respectively. These values indicate that letter was formed; otherwise, the left arch may be much
participants tened to press slightly harder in the High larger or smalle_r than the right one. Although_thls method is
condition than in the Normal condition. However, a two- Only an estimation of symmetry, it is easy to implement and
tailed t-test indicated that this trend was not significg@ (  ¢an be computed very efficiently.

= -0.26, n.s), reducing the utility of this feature for The mearsymmetryvalue in the Normal condition was 0.88

detecting changes in cognitive load. 1 10), which was smaller than 1.281
0.418, N = 10) observed in the High condition, but a two-
Gesture Length tailed t-test {(9) = -1.59 n.s) showed that this difference

Gesture length is the sum of the Euclidean distancegyas not significant. We also assessed the same feature at
between every two consecutive points in a single gesturegiferent horizontal cross sections of the letter, for example
which is computed by the following formula: moving the crossing line up or down b§% away from the
. middle height, but there were still no significant differences
Yo (Ties— )"+ Vi —¥07) in the t-test results. Hence, while there was a trend for
where (% V), (%1, Y1) are the coordinates for two participar_1ts to write the right arch wider tha_n tek arch
consecutive points, and the gesture length is the sum o'f'_nd(_er_ higher me”“?". Ioad_, the_ fluctuation was not
Euclidean distances between every two consecutive points, Significant from a statistical viewpoint.

Extending prior results [2], here we normalize length using
a standard length (defined as the mean length across all



DISCUSSION although degeneration in gesture shapes were observed in
As mentioned, prior work has examined what gesturepast research [10]. However, it has also been postulated that
features are related to changes in cognitive Iddil 11, handwriting skills are based on primary communication
12]. Our study expands on prior work by (a) exploring systems folk psychology and hence should not get taxed
another way to induce cognitive load (i.e., task speed), (bly variations in cognitive load [4Further experimentation
probing additional pen input features (i.e., pressure,is required to determine which explanation prevails. In
bounding box size, and geometric features such as thearticular, in future explorations, we would change the
VAPPHWU\ R )OaAdMbY tsing aRvider variety of experiment design in order to balance written input and
pen input shapes (i.e., letterShape degeneratiddO] and  collect more samples of each type of letter from more
pen trajectoryduration speedand length [11] have been participants Such changes would also allows to group
found in other experiments to correlate to cognitive load.participants based opost hocanalysis of their individual
Previous analysis based on the same experiment reported iAputs, for example, users who tend to write larger or
this paper [2] also found thatesture durationnumber of  smaller or experience larger impacts due to cognitive load.
points (correlated withspeed, and gesture lengthwere
significantly affected by difficulty-induced cognitive loa
We extended this past work by looking at even more

gesture input features and explored how they responded tg~> ah | thouah ianif hich
changes in cognitive load, all in search of a canonical set ofiuring High load (although not significant), which means

gesture features that can be efficiently computed in real-1gNer cognitive load may have an effect on the way people

time systems and are responsive to all types of cognitiveform .their letters, especiqlly towaro_ls th.e end of the gesture:
the right arch tended to increase in width compared to the

left one under higher load. Again, a possible reason for the
In the feature analysis, normalization over the standardnon-significant trend might be that there are individual
value of the features per letter played a critical role, bydifferences among participants which could be explored by
effectively decreasing the impact of factors that vary from capturing more data in the future.
letter to letter. These factors included, among others,
bounding box size and gesture length. Normalization alSocCONCLUSIONS AND FUTURE WORK
compensated for the unbalanced letter distribution of theFocusing on smart pen or stylus input, this paper explores
task design. During the analysis, features kikdth over features capable of detecting high cognitive load in a
height ratio and gesture length showed statistichi practical set-up. Participants performed a vigilance-
significant relationships to cognitive load originally. oriented, continuous attention, visual search task, controlled
However, after normalization, differences in thielth over by handwriting single characters on an interactive tablet.
height ratiosbetween load conditions were not statistically Task difficulty was manipulated through the amount and
significant indicating that previous positive results may be pace of both target events and distractors being displayed.
affected by the letters that were input. Both gesture lengtrandwidth over height raticdecreased
significantly in the high load session. Another feature, the
) symmetry of the letteqmn showed that participants tend to
o Both gesture lengthand normalized gesture length \yite the right arch wider than the left one under higher
exhibited significant relationships with cognitive load. mental load Gesture pressurandbounding box sizavere
o The bounding boxwidth over height ratioshowed not significantly affected by cognitive load, though
significant differences as the load increased, but afterFeatures such agesture lengthcan be computed very
normalization (over standard letter ratio), it was not efficiently, making them good candidates for a smart pen or
significantly affected. stylus to assess cognitive load unobtrusively in real-time.

0 Neither gesture pressurenor normalized gesture |n the future, more research will be needed to validate these
pressure were significantly affected by increasing results and to explore more gesture features to detect
cognitive load. changes in cognitive load robustly. For example, other

o The symmetry of the letteqn fexhibits an increased geometric features will be explored, such as angles or
trend in the high load condition, but it is not significant. curvature of segments composing letters

o From a practical perspectiveg simple feature like In order to ensure the high load we impose on the
gesture lengtltan estimate cognitive state unobtrusively participants is actually high enough, we are planning to
and can be computed very efficiently, making it a good modify the experiment design through different timings and
candidate for a smart pen or stylus. distracters, and by adding other sources of load, for

The dimensions of the gesture bounding box are importanf*@mple, using a dual task methodology. We will also

features. The results showed declining trends during HighP@lance the number of individual letters collected under
load (although not significantjindicating that cognitive each condition, and increase the number of inputs elicited

load may impact fine-gimed handwritten production, SO We can analyze the gesture data on a per-user basis.

d The symmetry of the letteqn {is an early attempt at
" .exploring specific geometric features of individual pen
Eesture shapes. The results highlighted an increasing trend

In summary:



We believe that a combination of features will be required
to estimate cognitive load from handwritten input. Once

identified, this work can lead to the construction of smart [6]_Oviatt, S

Information The Psychological Review, vol. §3956)
81-97.

, Human-centred Design Meets Cognitive

pens and styluses that will be &l WR PRQLWRU DLoéc}/'I”Iilé‘bﬂ/yDesigning Interfaces that Help People

performance and adapt the task at hand implicitly to
momentto-moment fluctuations in cognitive load 7]
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ABSTRACT
Although smart artifacts could be designed as agetith
whom humans interact, the resulting int¢i@c between

everyday livesUsercentered design (UCDpased on the
humanist assumption that people have the control over
computational systems, has been the dominant

them is asymmetrical if the smart artifacts are designedmethodology for the dégn of humarcomputer interaction
solely to support the accomplisient of human plans and  Although UCD approaches remain useful for exploring how
goals.The ontological asymmetry between both human andpeoplecope with interactive systenfis9], they cannofully
nonhuman agents prevents designers of smart artifacts t@xplain how such new breed ofsmart artifacts mediate
consider thm asactual social actors capable of performing peopld$ social interaction. Whil&JCD approachesissume

a social role instead of just being tools for huraation. In
order to overcomesuch asymmetrthis researchepositiors
smart artifacts as nd@ators of social interactiorand
introduces atriadic framework of analysisin which two
interactinghumars anda non-human agenare regarded as
networked and symmetrical actors.

The implementation of the triadic framework in a staged
study revealedthat, in the achievement of personal goals,

groups of peopleexhibit a ®cid viscosity that hinders
people®interactionsThe mediationof purposely designed
smart artifacts can reducesuch social viscosity and
facilitate cooperative and collaborative interactibetween
networked actorsf they prompt the preservation obeial
balance, enhance the netw@knformation integrity, and
arelocated at the focus of activity.

Author Keywords
Interaction design; smart artifact; adaptive mediatatoA
Network Theory; ubiquitous computing.

ACM Classification Keywords

H.5.m. Infamation interfaces and
Miscellaneous; [.6.m.  Simulation and
Miscellaneous; 1.2.11. Artificial Intelligence: kitigent
agents

INTRODUCTION

With the advent of ubiquitous computing, interactaesign
has broadened its object of quiry into how smart
computational artifacts inconspicuously act in pe@p
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presentation:
Modeling:

that human agentsontrol interactive systemg, disregards
the potential for agency of smart artifact$l]. Other
theoretical frameworksbetter explain social interaction
mediated by artifactsuch asDistributed Cognition[9],
Activity Theory [10], or ActorNetwork Theory
[14][12][13]. The ideas discussed in this paper adopt Actor
Network Theory (ANT) as their theoretical ground.

Posthumanist thinkers such as Calléh Law [14], Latour

[12] and KnorrCetina[11] contend that we are increasingly
living in an objecicentered society where the roles of
objects are not only defined as commodities or equipment
but also as activity partakers. In that vein, smart artifacts
could be defined asgentsinvolved in social practices
mediating and coheringoth humans and other artifacts
together. According to ANT, both humans and smart
artifacts are social actors who can assenhlylerid social
collectiveswhile they interactwith each otherThis paper
offers a triadic structure of networked social intei@cths a
methodological basis to investigaie how collectives of
humans and smart artifactget assembld, ii) how smart
artifacts could understand their social setting tamally iii)

how smart artifacts adaptively mediate pe@lateractions
within social activities.

A future scenario ofsmart urban mobility reveals the
intertwinementof human and nohuman actorsLet us
picture pedestrians andirivers intermingling with smart
artifacts such assmart vehicles, smart traffic lights,
adaptive speedsigns and intelligentcrosswalksas they
circulate, coordinate turns, allow traffic flow arm®ntrol
agentOs spedd thisecology of actors smart traffic light
is not only a piece of urban equipment that regslahe
flow of traffic, but a networked sodal mediator of a
complex adaptive systeninstances of smart traffic signs
can be observetbday in the Gty of Seattle.The cityOs
active traffic managemermstystemanalyses real time traffic
flow and signak the best speed tmdividual driversvia



adapive speed limit signsaiming to procure the efficient
flow of the whole community of commuters

The goal of this paper is to present some congidesafor
the design of smart artifacthat can perform as social
signifiers for the promotion of coordinaéd social
interaction.

DEFINITION OF NETWORKED COLLECTIVES OF
HUMANS AND SMART ART IFACTS

A smart artifact is acriptedagent that autonomously acts
in the world by adapting its own structure vehpreserving
its organization. Smart artifacts aseripted with one or
more program®f-action by its designer A programof-

case of the collective pedestrimartTL, the interactions
of both agnts sensing their proximity and mutually
adapting their actions to the ongoing situationdhtiiem
together within the same collectivigdloreover a car driver
does not interpret the actions afpedestrianat the street
cornerjust as a single walker waedng aroundbut as a
pedestrianvhose intention igightly relatedto the current
status of the nearestaffic light. The pedestrian together
with thesmartTLconstitute a signifier for car drivers.

The between interactionsre the social interactionshat
occur betweencollectives and characterize the dominant
sociarelational modebf the actometwork[8]. There is no
unified classification b social interactions. Conflict,

actionis a program of what an actor can do. As an examplenegotiation cooperation violence are kindsof social

a traffic light is smart if it interprets the dynams of what

interactionthat might energe betweersocial actors This

drivers and pedestrians do and consequently adapts itfesearch project is particularly interested in cooperation

timing to beefit peopleDs flopreserving their integrity

A collective is a hybrid social actor constituted when
humans subscribe themselves to smart artifactsO pregra
of-action. As an example, drivers constitute a calect

with the smart traffic light (smartTLj the former abide by

the signals of the latter. The actions of the consiut

collective are meaningful not only to pedestriansd a

drivers present at theollectiveOscope but to the whole

network of actors participating in the practice of
commuting.

Within interaction
Mediation of intentiona

Collectie actorA

Between interaction
Coordinatio

Actor B

@ Smat artifad O Human

Figure 1. Triadic structure of networked social actors and its
within and between interactions

This research offers taiadic structure of actorssaa unit of
analysis thataccouns for the interactions withirhuman
nonhuman clectives and betweerhybrid social actorsn
the actometwork. It is a triadic structure because it is
composedat leastof two interactinghumars and onenon
human agentThis triad is the basic unit of a network of
symmetrical social actorén order b exemplify within and
between interactionket us picture the collectivactorA in
Figurel as the collective pedestriasmartTLand the actor
B as a car driverThe car driven by the driver is omittéud
the example for simplification purposes The within

The interaction between the collective pedestrismartTL
and the drivemusually ends up in coordinated turn taking

n.]%ecause the interacting collectives requime $ame right of

passage concurrently. Turn takiisga form of cooperation.
In somecountriesthe driveryields the right of passage to
the pedestriassmartTL But in other countrieghis is not
the casethe sociorelaional model between drivers and
pedestrians privileges vehicular traffic owsalkersflow.

Sonifier ( Typeof sodal action

o T
{H Bsmart artifact} «> other(s)

Figure 2. Notation of the triadic structure of networked socal
actors

Figure2 presentatextbased form of notatioof the triadic
structure The bracketed collectiveepresents thewithin
interaction and the arrow representstiéveerinteraction.

As an example{pedestriansmartTL} driver means that
the social meaning of theollective {pedestriarsmartTL}
is put forward for drivers as long as the colleetpersists
The within interaction of {pedestriasmartTL} exhorts the
regulation of driverOs circulation flowThe between
interaction corresponds to the coordination pessage
between{ pedestriansmartTL} and drivers

A NOTION OF AGENCY AND THE SYMMETRY OF
ARTIFACTS AND HUMANS AS S OCIAL ACTORS

As surveyed by Bullington[3] the research on
computational agency in social interaction has twajor
strands of researclon the one hand, we have theman
agentapproach represented by the goathe Turing test.
Its object of concern ighe socialization of humans with
artificial agents [2][17][5]. On the other hand, the
structuralist approach focusedn the analysis of the
structure of social groupthat emerges from the inter

interactionsare those that hold together humans and smarkybjectivity of agentsits object of comernis the bonding

artifacts inside a collective, and put forward todlective
assembled meaning for other actors in the netwaorkhe

structuresfrom which a collective of agents emerge and
evolve[7][15].



ANT aligns with the latter approach The symmetry

Going back to our scenario of smart urban mobility

proposed by ANT endows both human and nonhumans wittBmartTLscould be scripted with a prograai-action that

the capacity for social action. Such symmetry doet n
reduce humans to mere objects, nor does it ngra
intentionality to objectsTo be clear,symmetrydoes not
have a geometrical meaninfhe symmetry of gcial actos
is an analytical viewpointhat positionspeople and objects
as members of a social set withouthbtomizing them.

privileges pedestrians over manned and unmanned vehicles.
Drivers are agestwith their own behavioral and proactive
programsof-action. Table 1 presents a simplified
description of the actors' prografmfaction.

Table 1. Example of behavioral and proactiveprograms-of-

Under ANT, thereis no hierarchy between human and action

nonhuman actors. Human and nonhumans are social actors

that are placed on an equal footing, whose sofractions
simply differ. As Law puts it by drawing a distiimh
between ethics ral sociology, the symmetry between
human and nonhuman actors "is an analystahce, not an
ethical positiofi [14].

The fact that human and nonhuman actors are not
dichotomized enables us to declare them as instances of the

same class dbehavioralagens. The main attribute of this
class is embodiment, and the c@sprimary function is to
react.Behavioralsocial actionwas described b$chutz as
a reactive action triggered by external conditidds].
Proactive social actionas explained by Schutzis a
complementary type of action, characterized amtidnal
and intrinsic to the acting agenSimple artifacts are
behavioral agents, butoth smart artifacts and humans
exhibit proactive actionFigure 3depicts howthe Proactive
agentclassinherits the embodimentattribute and reaction
function from the Behavioralagentclass and extendsts
functionsby implementing dighekrlevel function: to act.

Behavioral Agent
Embodiment
Toreact
Proactive Agent
Key
Toact
? Inherits

Figure 3. Class structure of behavioral and proactive agency

ANT does not clem that artifacts plan actions but rather
they enact programsf-actions. Albeithonhuman agency
appears to be a contradiction, it is systematicdibplayed
in programsof-action that involve the participation of
artifacts[4]. In the case of humans, i& associated with
their intentions. In the case of artifacts, it iscasated with
the criteria for social action inscribed by theis@yners.
The significance of nonhuman action comes to light
artifacts "allow, afford, encourage, permit, sudges
influence, block, render possible, forbid [E[13] states of
affairs.

Agent Type of Description of
program-of- | program-of-action
action

Smart Behavioral | Change light colors

Traffic recursively

light - — .

'9 Proactive Privilege pedestrians
flow and override
behavioral program
of-action

Pedestrian Behavioral | Avoid collisions
while walking

Proactive Walk safdy to his/her
destination

Human Behavioral | Abide bytraffic rules

driver Proactive Drive safely to
his/her destination

INTERPRETATION AND ACTION IN A SOCIAL SETTING
According to Schutz, the building blocks ah actionare
simple acts[18]. When an olserver perceive®n agent
acting outits programof-action some oits actshave been
executed, whereas others are yet to be executedsthof
executed acts is referred to esecuteeprogramof-action
(EPA), while the set of the ydb-be-executed actsis
referred to asemainingprogramof-action (RPA).

For example, Figure 3 presents the progdraction of a
person driving to a meeting composed of the following acts:
A: get on the car, B: drive for ten blocks, C: p#ik car, D:

get to the meeting on time. The RPA has a subjective
meaning that is only known bthe driver i.e., no body
knows where he/she is drivintn contrast, the EPA has an
objective meaning because it has already been enacted in
front of other agents including smart artifacts,,ihe/shés
driving somewhereAt the steppresent timein the time
flow depicted in Figure3, the EPA has an objective
meaningfor observers and smart artifactehereas the RPA
has a subjective meaning known only by the driver.

By using Rough Set Reay [16] as a pattern finding
technique this research proposes that smart ddifean

predict the remainingrogramof-action of human actors
enrolled in a collective if the smart artifacts baa robust
collection of their own executgarogramsof-action



program-of-action on the crossalk concurrently whereas the latter can drive

T conflicting interactions.

acts —° a- b C d

executed / time flow

program-of-action

present time

remaining
program-of-action

Figure 4. A program-of-action decomposed in single acts. The
portion of the program-of-action enacted before the present
time corresponds to the Executed progranof-action. The yet ;

to-be-executed portion corresponds to the Reaining Figure 5. Wizard of Oz prototype of the study deployed at the

program-of-action laboratory

In the execution of program®f-action both human and
nonhuman actaer get intertwined and social dynamics

emerge. While drivers drive, they must abide bytthéfic
rules reified as smart traffic lights. Concurrently, smart (

traffic lights adapt their timing as they sense thefitraind North I I i I I I

Highlighting a conflict

South
: . _ ; |
pedestrians approaching the intersection where they are

located switching from red, to yellow, to green, adaogly
and regulating the flow of traffic.
Going back to the driverOs exampleatipresent timehe

smart traffic light turns red, it blocks the dri@raction,

delaying the execution of thdriverOKRPA Pacts C and D. (@

But, at the sme time it enables the programbaction of North . A
pedestrians andther drivers who were waiting for their '

right of passage.

Suggesting a trajectory

South

In ANT terms, whenthe actorOs prograrté-action get
intertwined, it is said that a humaonhuman collective is
composed.A network of collectives of behavioral and
proactive agents therefore constitutes our notion OfStudy description

sociality. Such colletives emerge and dissolve themselves gased onthe aboveobservation, a smart crosswalkas

in the execution of their prograrg-action. designed and deployed in a laboratory. Shert crosswalk
was scriptedto dynamically signal the best distribution of
the walking spee among concurrent pedestriafie do so,

the crosswalkinterprets theEPAs of each pedestriaand
forecass their RPAs. The assessment of multiple RPAs
allows the crosswalk to identify potential confiicin the
ongoing social interaction and signals aitable space
distribution accordingly. The design tested in the laboratory
consists of a striped pattern sgllong thenorth-southaxis.

Figure 6. A smart crossvalk signaling forecasted conflicts to
pedestrians

PROOF OF CONCEPT

An early analysis of pedestrians® trajectorieshén viild
revealed that it is possible to determine the subtsonipf
actors to a crosswalk programfraction by determining the
spatial alignment of their executpdogramsof-action. The
analysis showed that there is evidence of a pedeéls
subscription to @rosswalkwhen his/her executgorogram

of-action is aligned to the intended direction of ®&v  fjg re 6 showshe status oftwo distributions The top
defined by the crosswalk desigre. walking straight across  jjysiration shows théalves of thestriped patterrsliding

corners In contrast, pedestrians are not subscribed Wherbideways the bottom one showthe result of the halves
they exhibit trajectories other than the ones patli by the sliding bothsideways and backwards

crossvalk. For example, a walkevandering erratically on .

the croswalk while he/she smokes a cigarette or talks over Two smart crosswalks@ignaling patterns were tested

his/her mobilephone is not subscribed to the crwatk®s  highlighting a conflict of trajectoriegFigure 6 top)andii)

programof-action. Subscribed and unsubscribed suggestingtrajectories tocircumvent potatial conflicts

trajectories are both socially valid, but the forneprone  (Figure 6 bottom) The highlighting signaling patternis

to elicit cooperation or collaboration amgpwalkerspresent ~ intended to raie pedestriansO awareness estimated
trajectory conflictsSuchcrosswalkOsterventionis neutral



because any potential trajectory negotiation is left to theadaptive system in which the modification of on¢oe®ds

concurent group of pedestrian The suggesting signaling

programof-action affects the enaction of othepg@grams

patternis intended to da more active intervention because of-action

it suggests trajectory deviations ¢t@ncurrentpedestrians
biasing the outcome of any trajectory negotiation

Sixteen subjects, selected from pool of volunteers
recruited by email on social networks, were asked tik wa
on both a smart crosswalk prototyped with thei2akd of
Oz technique[6] and a staged regular crosswallubjects
were grouped in groups of up to three peoplea series of
10 runs, subjects randomly assigned tt@o groups located
on both ends of the smartcrosswalk wereasked to walk
from the north to south end of the crosswalk or wieesa
The data collected weré) the pedestrians@ajectory at
each stepij) stride speé andiii) target accuracy.

Study observations

Overall, studies found thapeople walking on smart
crosswalks have smaller trajectory deviations aighdr
target accuracy than people walking on regularswadks.
However the walking flow of people on am crosswalks
slowed down It appears that there waan inverse
correlation between therajectory disturbances and the
walking speed In other words, in order to walk fast
pedestrians need to sort out disturbances. Such
disturbanceswere represented bythe presence of other
human actors enacting their own programfigaction. The

general observation is that pedestrians hinder the executio

of each otherOs progranfsaction forcing themselves to
constantly adapt or overwrite their original pragseof-
adion.

Analysis of observations and results
The following analysis applies th&iadic modeldescribed

Table 2. Programsof-action of pedestrians and smart
crosswalkin the proof of concept study

Agent Type of Description of
program-of- | program-of-action
action

Smart Behavioral | Afford pedestrians

crosswalk crossing from one

end to the opposite
Proactive Either highlight
potential confli¢s or
suggest trajectory
deviations

Pedestriang Behavioral | Avoid collisions

heading while walking

north or Proactive Walk to his/her/their

south destination

preserving their
cliqueDs cohesivene

The observations dafhe walking flow in both regulamand
smart crosswalks show thahe within and between
interactions havea doubleedged effect in the actor
network. Whilethe within interactions pull actors together,
fhe between interactiordfer resistance to the execution of
the humanactors' programsef-action. As a result, people
cooperate when they have conflictipgpgramsof-actionor
collaborate when they have aligngtogramsof-action
Both cooperation and collaboration require that peop
coordinate their actions.

While smaller collectives ardinate easily, larger ones

above to the interaction of pedestrians mediated by thestrugg|e to maintain coordinationiThe h|gh trajectory

smart crosswalkThe two human actoref the triadarethe
pedestriaror group of pedestriarteeadng north(PHN) and
the pedestrianr group of pedestrians headisguth(PHS)
These two actors are subscribed e $mart crosswalk as
an instance of aonhuman actofThe network of actors has
two triads:{PHN Db smart crosswalk} PHSand{PHSbD
smart crosswalk} PHN. The progrars-of-action of both
humanand nonhumarctorsin the networkare presented
in Table 2.

The within interaction of the collectivd PHN B smart
crosswalk}holds these two actors together;st@mping the
medating meaning of a hybrid signifieBuch signifier is
composed by theatternsignaledby the crosswalk and the
actions of the pedestrians heading nortm the smart
crosswalk ThePHSactorinterpres the signifierand adast
its actions accatingly. The between interactioof the triad
can be observed ithe dynamicnegotiationof trajectories
carried out by both groups of pedestrians circurtimgn
potential collisions.Conversely, thecomplementar triad
{PHSDBsmart crosswalk} PHN has the same within and
between interactionsSuch networked triads constitute an

disturbance observed in the stugyealsthe actorOs friction
enacing their programsof-action. Such friction, which
ultimately renders the actmetwork viscous seems d
thicken when people act under limited access to
environmental information. It is undesuch limited
conditions when actions of smart artifacts havigher
impact in the actenetwork's viscosity and benefit
communal action flow across the actors in the neiwo
This research definesocial viscosity as the natural
resistance of an actmetwork to the fluidity of its actorsO
actions caused by the mutual disturbances elicitbde
they enact their progranaf-action.

While well-coordinated action reducesactorsOmutual
disturbances, the process of achieving such coordination
hinders the fluidity of actors@tions. The empirical studies
show that the mediation of satiinteraction by means of
smart artifact mediators improvédiman actors' degrees of
coadinationif such mediationi) promps the preservation

of social balance by enacting the dominantiorelational
principles ii) enhancs actorOmformationabout the whole



actornetwork and iii) is presentat the focus of the social
activity.

CONCLUSION

The articulation of ActeiNetwork Theory principles with
interaction design methods opens up the traditisar
artifact dyad towards triadic collective enactmerg
embracing diverse kinds of participants and prastichus
facilitating the degin of enhanced sociality.

Smart artifacts that put forward forecasted -cottlic

between networked human actors are prone to facilitate

either kind of social interaction: cooperation or
collaboration. Cooperation and collaboration are types

of social ineraction akirto balanced forms of sociality.

Smart artifacts can be designed not only as toas atow
people to accomplish their tasks, but also as relationa

5. Cassell, J.B.TNegotiated Collusion: Modeling Social
Language and its Relationship Effects limtelligent
Agents. User Modeling and UsAdapted Interaction

13, (2003),89-132.

. DahlbSckN., J&nsson, A., Ahrenberg, Wizard of Oz
studies: why and howRroc. Ul 93. ACM, Orlando, Fl,
United States, (1993),93200.

7. Epstein, J.M., Axtell, RGrowing artificial societies :
social science from the bottom.UBrookings Institution
Press, Washington, D.QC996.

8. Fiske, A.P. Relational Models Theory 2.0. In: Hasla
N. (Ed.),Relational Models Theory, A Contemporary
Review Lawrence Erlbaum gsociates, Inc, Mahwah,
NJ, (2004)3-24.

. Hutchins, E. Cognition
Cambridge, Massl995.
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in the wild MIT Press,

objects that step into social activity by suggesting actions

that may benefit the whole conunity. As theexample
{pedestrianbsmart crosswalk! pedestrianshows smart
artifacts can act as signifiers of the social astiof a group

of people and mediate forms of coordination between them
Cooperationis only one type of social action, hovezy the
position offered here could be extended to other types o
social action such asollaboration conflict resolution or
adhesion.

The design of socially apt smart artifaademandsthat
designers decompose social iact by identifying the
programsof-action of all the interacting partiesThe
position discussed in this papsuggests a new role for
smart artifact designers: the whelation of artifact's
programsof-action. By identifying potential triadic
structures in the network of actors, and amalg how
action unfolds in each triad, designers cdimesthesocial
responsiveness ofmart artifacd rendemg them more
socially apt.

Finally, social viscosityis the natural resistance of an aetor
network to thefluidity of its actors' actions. Ihas a direct
correlation to the size and density of the network.
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ABSTRACT

Every interaction starts with an intention to interact. The ca-
pability to predict user intentions is a primary challenge in
building smart intelligent interaction. We push the boundaries
of state-of-the-art of inferential intention prediction from eye-

movement data. We simpli ed the model training procedure
and experimentally showed that removing the post-event x-
ation does not signi cantly affect the classi cation perfor-
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of the mismatches between the current user perception of the
system and the real state of the system. If a user interface
can effectively predict that a user wants to interact in a cer-
tain way even though the current state of the system does not
expect such to happen, interaction errors can be avoided. For
instance, misplaced interactions, such as expecting to type in
an input box but not having the cursor at the input box, can
be ef ciently corrected when an intention to type can be pre-

mance. Our extended method both decreases the responsdicted early enough.

time and computational load.

All interactive actions begin with an intention to interact.

Using the proposed method, we compared full feature sets toSpeci cally, the formation of the intention to explicitly in-

reduced sets, and we validated the new approach on a completeract is a stage preliminary to interaction [13]. For example,
mentary set from another interaction modality. Future intel- to press a button a user has to rst formulate an intention to
ligent interfaces will bene t from faster online feedback and interact and then execute the hand movement and nger ex
decreased computational demands. to issue the button press. In this paper we deal with the deep
detailed level of interaction in terms of predicting the inten-
Author Keywords tions to interaction.
Intentions; Prediction; Eye-tracking; SVM; Gaze-augmented
interaction; Dwell-time

Eye tracking as source for user modeling

Eye-tracking data can be used to discover user's cognitive
state [8, 14], workload [2, 1], expertise [9] or to predict the
context of interaction [11, 6]. Eye-tracking is also expected
to become a ubiquitous interaction technique [12, 5]. If eye-
INTRODUCTION tracking is indeed going to be a standard source of user data,
Prediction of user interests and intention to interact is the pri- the implicit behavioral information can be used for modeling
mary task of user interface designers. Best Ul designs areof user states.

those that tap into users' preferences and provide a seamles
interaction where the interfacknows' what are the inten-

ACM Classi cation Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous

Previous work on intention prediction has shown that em-

; . X R - ploying eye-movements and machine learning is a feasible
tions of the user at any time. While anticipating future inter- modeling technique to achieve good levels of prediction in

actions, designers can impersonate a typical user, can try tohuman-computer interaction. Bednarik et al. formulated a

estimate his model in head, gain understanding of the needs, . ino |earning pipeline for eye-tracking data that performs
T L e o e oo ofthe erace Walvaining of a clasir (0 detec whelher a user, engaged
the interface is perceived as natural, user friendly responsive'gaze'auQmemed interactive problem solving, aims to change
immersive and intuitive. to name few. ' 'the state of the problem using a button press [4]. Using their

' ' framework, they achieved a classi cation accuracy of 76%
An everyday experience unfortunately indicates that such (AUC = 0.81). Thus, intention prediction is achievable with
user interfaces are rare. One reason for it is that the design4evels far above the level of chance, although the total training
ers fail to engineer the proper interaction model and becausetime reported was over 180 hours.

In this paper, we report on a systematic study to advance the
. . ; . state-of-the-art of automatic inferential intention prediction

personal or classroom use is granted without fee provided that copies aref HCI. We 1 | th dality t luate th

not made or distributed for pro t or commercial advantage and that copies or i € ) emp Qy ano er moaality 1o evalua e e gen-
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republish, to post on servers or to redistribute to lists, requires prior speci ¢ tion of the training, 3) investigate new options of feature ex-

permission and/or a fee. traction, and 4) compare the performance of the feature sets
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IUl 2013 Workshop: Interacting with Smart Objectslarch 18, 2013, of the state-of-the-art system with performance based on re
duced feature sets.
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In particu'ar, we compare performance differences in inten- Table 1. Dataset distributions according to interaction style
tion prediction for gaze-augmented and traditional mouse- _1ype of interaction Intent[n] Non-Intent [n] Total [n]

based interaction. With an objective to signi cantly reduce Gaze Augmented 2497 22119 24616

training time, we designed a less comprehensive training and 10.14%  89.86% 100%

evaluate the effects of the simpli cation on the performance. Mouse only 2823 18714 21537
13.11% 86.89% 100%

The original study has employerational sequencesen-
tered around the observed intention. It implies that in real-
time implementations the prediction component would be
able to report on a predicted intention with some delay. The
underlying question, however, concerns maximalizing the
chance of discovering intentions from short xational se-
quences. Optimally, we would wish to be able to predict an
incoming interactiorbeforeit happens. Therefore, we sys-
tematically shift the extracted sequences before and after thein this work, we propose two extensions to the previous work.
interactive action and compare the effects on the prediction Figure 1 illustrates the prediction pipeline and introduces the
performance. main contributions of the present work as presented in the

Finally, we perform a standard feature selection to reduce "lloWing sections.
available feature space, by analyzing inter-feature correla-
tions.

around the interaction event. It employs numerous eye-
tracking features computed from the sequences, and cross-
validation for prediction model training. A parameter grid
search is employed and Support Vector Machine is used as a
classi er.

METHOD

Training dataset: Interactive problem solving
The datasets that we employ in this research were originally
collected for another purposes and has been described in [3];

the original study examined the effects of interaction modal- Modalities Event Prediction
ity on problem-solving activities. | - Gaze augmented processing - SVM
» Mouse . F)iéati(;p sequence ° :F:B: kerne\l/ Jidati
. . . .. extraction * 3x3 crossValigation
Figure 3 presents a studied user interface from the original - Fixation and - Parameter grid

saccade based search

study. The task of the user was to arrange a shuf ed set of features
tiles into a required order. As users engaged in the problem
solving through various interaction modalities, the original
studies have discovered that gaze-augmented interaction is
superior over the traditional mouse-based interaction.

The data were collected in a quiet usability laboratory. The
eye movements of the participants were collected using a
Tobii ET1750 eye-tracker, sampling at 50Hz. Each partic-
ipant interacted with the interface individually and partici- pjsregarding future information

pants were required to think aloud. There were altogether The rst modi cation concerns the extraction of the xational
three sessions from which data has been collected. sequences. The original work focused on wrapping the fea-

Here we use two datasets from those interactions: rst, the turé extraction around the so-calledent xation: whole se-

same gaze-augmented interaction dataset as employed in thguence consisted of the event xation re ecting the interac-
benchmark report by Bednarik et al. [4]. Second, the dif- tion event, one xation before and one xation after the event.

ference here is that the evaluation of the new method em-gre we introduc@re-eventandpost-eventxations. Using
ploys also a dataset containing mouse-controlled interactions thjs scheme, illustrated in Figure 2, we created three datasets:
Thus, in the rst dataset gaze is used in a bidirectional way, gne consisting of sequences composed from two pre-event
while in the mouse-based problem-solving gaze is used only ang one event xations (denoted hereafter by '2+1+0),

for perception of the problem-space. one consisting of pre-event, event, and post-event xations

The button press in both conditions sets the boundaries for the(1+1+1), and one of one event and two post-event xations
xational sequence extraction. The corresponding sequence(0+1+2). Such settings, we believe, may reveal contribution
of eye tracking data is related to this event. The sizes of the Of xations surrounding interaction events.

Figure 1. Extensions in prediction pipeline.

extracted datasets are shown in Table 1. The second expansion focuses on the type of computed fea-
tures. We employ xation and saccade features only and dis-
Extension of prediction method regard pupil-dilation based features. Although prior research

The experiments in this study take as a baseline the predic-proved a link between pupil dilation and cognitive processes
tion framework from [4]. The prediction framework performs [1], it has also revealed a tangible time delay between cogni-
detection of intentions using xational sequences wrapped tion and pupillary response [7]. Such delay would deteriorate



Fourth, we created an additional dataset by ltering out cor-
related features. Such reduced dataset may have comparable
or better performance under lower computational costs.

Baseline settings

For comparison purposes, we createdatanceddataset of
intent and non-intent feature vectors. We used all the inten-
tions and randomly chose a corresponding number of non-
intention feature vectors (see Table 1). In real interaction, the
proportion of intentions is much lower, however, balanced ex-
perimental settings serve for baseline comparison and show
the limitations of the weight settings in case of an unbalanced
training dataset.

The remaining settings (parameter grid search and SVM ker-

Figure 2. Fixational sequences: Pre-event, event and post-event xations nel) were kept the same as in the prior study [4].

the performance of an eventual real-time classi er. The xa- RESULTS _ _

tion and saccade based features are presented in Tables 2 ant'€ Systematic evaluation, reported here, presents 18 experi-

3. ments, with a total duration over 135 hours of computational
time, which presents reduction around 30% compared to prior

Table 2. Eye movements features computed from xations. Adopted study in [4], when using a comparable hardware.

from[4]
Eye movement feature
Mean xation duration

A typical processed sequence of xations containing an event

Description is shown in blue color in Figure 3.

The average time of xation du-
ration in the observed sequence
Sum of xation durations in the
observed sequence

Duration of the xation for the
ongoing interaction

Duration of the xation before
intention occurrence

Total xation duration
Event xation duration

Prior xation duration

Table 3. Eye movements features computed from saccades. Adopted
from [4]
Eye movement feature
Mean saccade duration

Description

The average saccade duration in
the observed sequence

Sum of saccade durations in the
observed sequence

Duration of the xation before
event occurrence

The average distance of saccade
in the observed sequence

Sum of saccade distances in the
observed sequence

Distance of the saccade before

Total saccade duration
Last saccade duration
Mean saccade length
Total saccade length

Last saccade length

Mean saccade velocity

event occurrence
~ The average speed of saccades
in the observed sequence

Figure 3. Typical intent (blue) and non-intent (green) xation sequences.
The relationship between features computed from the sequences are
shown in Figures 4 and 5

Last saccade velocity Speed of the saccade before

_event occurrence _
Mean saccade acceleration Acceleration of saccade during

Understanding how much each feature contributes to the class
the observed sequence

recognition belongs to the features selection problems and
lead to another computationally demanding tasks. For esti-
mation of such contribution, Figure 4 and Figure 5 demon-
strate a percentage change of averaged features, when com-
pared to the non-intention ones, and how observed interaction
style in uenced the ratio. A baseline indicates that intention
and non-intention feature vectors would be same, positive ra-
tio shows greater mean values of the intention-related features
while negative presents the smaller ones.

Faster training

Third, simpli ed the parameter search in prediction model
training by reducing the number of folds in the two nested
cross validations from 6 x 6 to 3 x 3. Such settings re-
duce computational time. More importantly we investigate
whether it affects the classi er performance.



Effects of Fixation sequence

A comparison of the processing pre-event and post-event x-
ational sequences showed minor differences in each train-
ing group. In gaze-augmented The highest performance was
reached up to AUC of 0.8 in gaze augmented interaction
(SVM.C = 94.868, SVM.Gamma = 3.684E-7), and AUC of
0.73 in the traditional mouse interface (SVM.C = 30.800,
SVM.Gamma = 1.0E-8). Although in several cases of mouse
modality AUC resulted better performance for post-event
dataset, the better performance in gaze augmented interface
was gained using pre-event (2+1+0 and 1+1+1) xational se-
guences.

Predictability of intentions across modalities
A comparison of interaction modality showed that intention
prediction was better performed using gaze-augmented inter-
action rather than mouse-based one. The best performance
for gaze-augmented interface reached up to AUC 0.8, while
the best mouse-based prediction was still 0.07 lower. Such
J9UTE . . . o results indicate that interaction intention prediction is tightly
tional interaction, xation derived metrics increased compared to base- . .
line (non-intentional interaction). The comparison of interaction styles dependeljt .On the observed mOdahty’ and prediction model
introduced higher increase in the gaze-augmented interface. needs training for each modality separately.

Figure 4. Effects of intentions on xation based features. During inten-

DISCUSSION

This paper presented two contributions. The main novelty
presented here is in showing that interaction intention predic-
tion from gaze does not need to rely on post-event xations.

This nding has important implications, both on the research

of understanding of interactions from physiological signals

and on the applications and implementations of the inference
algorithms in real time.

We reported the cross-validation results of the extended in-
tention prediction pipeline. Here we compared them to the
prior baseline study, reported in [4].

Predicting interaction before actions

The ndings show that it is not necessary to postpone action

detections until post-event data becomes available. This can

be considered as a breakthrough result, give the fact that re-

search that employs EEG signals for detection of interaction

errors reports the shortest achievable time for a computing
Figure 5. In uence of intentions on saccade based features. Intentions to system to realize action to be about 150 - 300ms after the

interact increased metrics of saccade duration and speed and decreased ~ USer-event [10].

saccade acceleration, when compared to baseline (non-intentions). The . . . . . . .
mouse interaction style re ects more in the duration and speed features, A question arises regarding the information contained in the

while acceleration corresponds with the gaze-augmented interaction. xational sequences. Where one should look for a reliable
source of information about interaction intention? According
to Figures 4 and 5 and the ratios of averaged feature vectors,
the two interaction modalities resulted in observable differ-

Tal?AI‘e 4 ahcaws tﬁn gverV|evacg all (:;](perments. vae POt onces between averaged intention and non-intention feature
on Area Under the Curve ) as the primary performance vectors. In other words, the gaze behavior around interactive

measure. In case of the balanced data, also accuracy is a reli; vions differed across modalities. We observed that gaze-
able metric of classi cation performance.

augmented interface affected more the features related to x-
The performance of the classi ers is comparable to the base-ation, whereas the interface with the mouse in uenced sac-
line results achieved previously in [4]; best performance on an cade based features. Therefore, the answer to the question
imbalanced data was AUC of 0.79 which is just 0.02 below Seem to depend on the interaction modality in use.

the 0.81 reported before. However, the best performance here

was achieved using much simpler training procedure. The

effect of feature selection was minor, however noticeable.



Table 4. Overview of results

Modality Training Fixation sequence AUC Accuracy Recall Precision
Gaze augmented State of the art. Adapted from [4] 1+1+1 0.81 0.76 0.69 0.31
Gaze augmented Simpli ed 2+1+0 0.78 0.82 0.54 0.29
1+1+1 0.78 0.80 0.57 0.27
0+1+2 0.79 0.82 0.57 0.29
Simpli ed + Without correlated features 2+1+0 0.72 0.75 0.53 0.21
1+1+1 0.72 0.75 0.54 0.21
0O+1+2 0.75 0.77 0.54 0.23
Simpli ed + Balanced 2+1+0 0.77 0.71 0.66 0.74
I+1+1 0.80 0.73 0.72 0.73
0+1+2 0.78 0.72 0.67 0.75
Mouse Simpli ed 2+1+0 0.69 0.70 0.65 0.23
I+1+1 0.72 0.68 0.65 0.23
0+1+2 0.72 0.67 0.65 0.23
Simpli ed + Without correlated features 2+1+0 0.67 0.58 0.74 0.19
I+1+1 0.69 0.62 0.66 0.20
0+1+2 0.71 0.64 0.70 0.22
Simpli ed + Balanced 2+1+0 0.70 0.64 0.55 0.67
I+1+1 0.71 0.66 0.65 0.66
0+1+2 0.73 0.66 0.59 0.69
Reduction of the computational load is low to allow accurate identi cation of fast eye-movements,

The second contribution of this study lies in showing that re- future technologies will likely be able to overcome this draw-
ducing the comprehensive search for optimal parameters dur-back. Then, methods such as ours can be used for detection
ing training is justi ed by minimal decrease in classi cation of user intention to interact with surrounding objects. For a
performance. This is a major improvement, because the de-pervasive interaction, not only the objects can be made gaze-
creased complexity and costs of the training lead to less com-aware [15], but can be made even mode intelligent by sensing
putational load. In sum, a less comprehensive search in thethe nuances of user interaction with them.

feature space does not necessarily imply worse performance

of the classi cation when using SVM classi ers. CONCLUSION AND FUTURE WORK

Considering the implications of the ndings on the real-time The ability to predict user intentions is one of the primary
lay classi cation decisions till post-even xations. Thus, an €xtends the argument that eye movements can reveal interac-
effective inference can be carried out at nearly the real-time tion intentions and their relationship to interaction style using
of the event. We are currently investigating possibilities to intention prediction model.

even a further shift — in the sense of employing more data | comparison to prior research, we lowered computational
from the past—however, there are new challenges arising. Foryemands of 30% using balancing dataset, reducing number of
example, the previous events that are close to the event of ing|4s in cross validations, and removing correlated features.
terest create overlapping data and thus ground truth labelinggyen though a comparison of classi cation performance re-
is dif cult. vealed a decreased ability to differentiate between intentions

Finally, to demonstrate the robustness and generalizability of @hd non-intentions, such approach motivates for further re-
the new approach, we evaluated its performance on a com-search since the overall classi cation performance was re-
plementary dataset. Although the features differ because of aduced just in acceptable units of AUC. For future real-time
different interaction modality, the performance of the inten- classi cations, methods of optimized prediction are more
tion classi cation pipeline only decreases by about 5-9% on Promising than the demanding parameter search in a large

AUC. feature space.

Applications of intention inference REFERENCES ' '
The research presents eye-tracking as a feasible and fast1l- Bailey, B. P., and Igbal, S. T. Understanding changes in
method for intention classi cation. Although the datasets on ~ mental workload during execution of goal-directed tasks
which we developed the methods have been captured from  and its application for interruption managemekE&M

a rather traditional WIMP paradigm, we believe that in con- Trans. Comput.-Hum. Interact. 14 (Jan. 2008),

texts beyond a computer desktop our approach can as wellbe ~ 21:1-21:28.

applied.

2. Bartels, M., and Marshall, S. P. Measuring cognitive
Event though the current wearable eye-trackers do not workload across different eye tracking hardware
achieve high sampling rates, and thus the temporal resolution  platforms. InProceedings of the Symposium on Eye



Tracking Research and ApplicatigriSsTRA '12, ACM
(New York, NY, USA, 2012), 161-164.

. Bednarik, R., Gowases, T., and Tukiainen, M. Gaze
interaction enhances problem solving: Effects of
dwell-time based, gaze-augmented, and mouse
interaction on problem-solving strategies and user
experienceJournal of Eye Movement Researchl3
(2009), 1-10.

. Bednarik, R., Vrzakova, H., and Hradis, M. What do you
want to do next: a novel approach for intent prediction

in gaze-based interaction. Rroceedings of the
Symposium on Eye Tracking Research and Applications
ETRA 12, ACM (New York, NY, USA, 2012), 83-90.

. Bulling, A., and Gellersen, H. Toward mobile eye-based
human-computer interactioRervasive Computing,
IEEE 9 4 (2010), 8-12.

. Bulling, A., Roggen, D., and Troster, G. What's in the
eyes for context-awarenesB@rvasive Computing,
IEEE 1Q 2 (2011), 48-57.

. Eintauser, W., Koch, C., and Carter, O. L. Pupil dilation
betrays the timing of decisionBrontiers in human
neuroscience 42010).

. Eivazi, S., and Bednarik, R. Inferring problem solving
strategies using eye-tracking: system description and
evaluation. InProceedings of the 10th Koli Calling
International Conference on Computing Education
ResearchKoli Calling '10, ACM (New York, NY, USA,
2010), 55-61.

. Eivazi, S., Bednarik, R., Tukiainen, M., von und zu
Fraunberg, M., Leinonen, V., andakkedinen, J. E.
Gaze behaviour of expert and novice

10.

13.

14.

15.

microneurosurgeons differs during observations of
tumor removal recordings. IRroceedings of the
Symposium on Eye Tracking Research and Applications
ETRA'12, ACM (New York, NY, USA, 2012),

377-380.

Ferrez, P. W., and Médh, J. D. R. You are wrong!:
automatic detection of interaction errors from brain
waves. InProceedings of the 19th international joint
conference on Arti cial intelligence JCAI'05, Morgan
Kaufmann Publishers Inc. (San Francisco, CA, USA,
2005), 1413-1418.

. Hradis, M., Eivazi, S., and Bednarik, R. Voice activity

detection from gaze in video mediated communication.
In Proceedings of the Symposium on Eye Tracking
Research and ApplicationgETRA '12, ACM (New

York, NY, USA, 2012), 329-332.

. Jacob, R. J. K., and Karn, K. S. Commentary on section

4. eye tracking in human-computer interaction and
usability research: Ready to deliver the promiseS He
Mind's Eye: Cognitive and Applied Aspects of Eye
Movement Researcklsevier Science, 2003, 573—-605.

Norman, D. AThe Design of Everyday ThingBasic
Books, New York, 2002.

Simola, J., Saléyvi, J., and Kojo, I. Using hidden
markov model to uncover processing states from eye
movements in information search taskagn. Syst. Res.
9, 4 (Oct. 2008), 237-251.

Vertegaal, R., and Shell, J. Attentive user interfaces: the
surveillance and sousveillance of gaze-aware objects.
Social Science Information 43 (2008), 275—-298.



A Query Re nement Mechanism for Mobile Conversational
Search in Smart Environments

Beibei Hu Marie-Aude Aufaure
MAS Laboratory, Ecole Centrale Paris MAS Laboratory, Ecole Centrale Paris
92295 Chtenay-Malabry Cedex, France 92295 Chtenay-Malabry Cedex, France
beibei.hu@ecp.fr marie-aude.aufaure@ecp.fr
ABSTRACT thus enable to achieve the optimal answers regarding to the

A key challenge for dialogue systems in smart environments available objects, even if there are no exact match. To adapt
is to provide the most appropriate answer adapted to the user'she answers to user's current context in mobile environments,
context-dependent preferences. Most of the current conver-it is necessary for dialogue systems to exploit user prefer-
sational search is inef cient for locating the target choices ences in a given contextual situation. Since user preferences
when user preferences depend on multiple attributes or cri-can be expressed via item ratings, especially for those rec-
teria. In this paper, we propose an architecture which incor- ommender systems based on collaborative lItering, much at-
porates a context-dependent preference model for representtention has been focused on assessing and modeling the rela-
ing weighted interests within utility functions, and a query tionship between contextual factors and item ratings [1]. In
re nement mechanism that can incrementally adapt the rec- this paper, we aim to model user preferences by taking into
ommended items to the current information needs accordingaccount the contextual information and assess the preference
to user's critiques. Our preliminary evaluation results based weights given multiple attributes.

?en r?e‘:’ﬁgr?fg%g;g‘g;ﬁiﬁg;&iﬁh&e&?gsrgﬁttz(g?ﬁtetgzr? l(J;ra]r_yGiven that users are likely to make their feedback on the rec-
hance the accuracy of mobile search. ommended items during conversational search, this style of

user-system interaction requires the dialogue systems to pro-
vide better answers adapted to user's critiques. Therefore,
the mechanism of preference adjustment formed in critiques-
based recommender systems is critical for improving the ac-
INTRODUCTION curacy of recommendations, so as to ensure a natural and in-

: : lligent interaction. Based on Multi-Attribute Utility Theory
Recent trends in Spoken Dialogue Systems (SDS) are toward € " X
personalized and interactive search in smart environments MAUT) [9], a critique generation method has been presented

which can recommend items that may be of interest to mo- 10 8SSist users in making critiques according to their stated
bile users (e.g., tourists) given their target topics, such as ho-and potentially hidden preferences [2]. Relying on the above

tels and transportation schedules. One of the main challenge%vsoélr(’ \:V;t;?gﬁgezn;gg gfgg?giﬁff %eﬁgiﬂgmu?ﬁéscigsagéuga
is to exploit preferential information and adapt the answers to the chi)ti Les gly q
user's context over interaction cycles. Two crucial subtasks ques.

to this end are: (i) modeling user's context-depended prefer- Most of the current search engines and recommender sys-
ences by considering not only hard constrains (e.g., the pricetems perform well if a user has a single search criterion and
should not be more expensive than 50 euros), but also softdoes not have multiple trade-offs to explore. However, few of
constrains (e.g., | prefer French food, otherwise Italian food them provides ef cient solutions for nding the user's target
isalso ne); and (i) improving the accuracy of conversational choice relying on multiple service properties and their values.
search according to user's critiques made on the current rec-To tackle this challenge, we have been involved in the Euro-
ommended items. pean PARLANCE projeét which aims to design and develop
mobile, interactive, “hyper-local” search through speech in
a number of languages [5]. In the context of PARLANCE,
our research aims to realize preference-enabled querying for
mobile conversational search. Our contributions in this pa-
per are two-folds: (i) we present an ontological architecture
of preference-enable querying for smart dialogue systems,
which allows to represent user preferences by taking into ac-
count the contextual information; and (ii) we propose a query
Permission to make digital or hard copies of all or part of this work for  re nement mechanism which can incrementally adapt the re-

personal or classroom use is granted without fee provided that copies are trieved items to user's context given the critiques_
not made or distributed for pro t or commercial advantage and that copies
bear this notice and the full citation on the rst page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specic 7 - -
permission and/or a fee. http://snes._googlt_e._com/sne/
IUI 2013 Workshop: Interacting with Smart Objects, March 18, 2013, Santa  Parlanceprojectofficial/
Monica,CA, USA Copyright is held by the author/owner(s)
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Modeling user preferences plays a major role in the design
of adaptive recommendation systems which provide informa-
tion or services personalized for user's needs. Typically, user
preferences, such as “prefers A over B”, could be soft con-
straints which are represented by a list of alternatives, and




In this paper, we discuss the related work on context aware- Interaction strategies of dialogue systems. Dialogue systems
ness, user preference modeling and interaction strategies ofn smart environments consist of a series of interconnected
dialogue systems. By presenting a motivating scenario, we computing and sensing devices which surround the user per-
highlight the requirements that led us to design the architec- vasively in his environment and are invisible to him, provid-
ture. After presenting the overall architecture, we elaborate ing a service that is dynamically adapted to the interaction
our preference model and query re nement mechanism. Fi- context [11]. Based on user feedback, dialogue systems con-
nally, we demonstrate our preliminary evaluation results and duct preference adjustments in order to modify actual user be-
outline the future research. havior [10]. For example, a mixed interaction strategy is ex-
plored by a context-aware dialogue system named SmartKom
[16], so that both the user and the system can take the ini-
tiative in the dialogue. In addition, critiquing-based recom-
mendations [12], which elicit critiques that users made on the
recommended items, allow users to adjust their preferences
during the user-system interaction. However, regardless of
Context awareness. In the eld of Ambient Intelligence the importance of user preference adjustments, it is not a triv-
(Aml), context-awareness is exploited as a technique for de-ial task, particularly in the dynamic environment and mobile
veloping applications which are exible, adaptable, and ca- applications. This paper adopts the concepts of the above
pable of acting autonomously on behalf of users. The most characteristics, and designs a query re nement mechanism,
acknowledged de nition of context provided by [4] is: “any aiming at incrementally enhancing the accuracy of conversa-
information that can be used to characterize the situation of antional search.

entity (...) relevant to the interaction between a user and an

application, including the user and application themselves”.
As can be observed from this de nition, besides the external MOT'\./AT"HG SCENAR,!O AND REQUIREMENTS

context such as location and temporal context, it is necessaryConsider “Bob Ferris”, who is a male student at Ecole Cen-

to take into account the internal context, include current user /€ Paris. He is looking for a restaurant that is good for hav-

state, inferences on user behavior and long-term user prop"9 Nis birthday dinner. An example of interaction between
erties (such as preferences in interaction style) that are rel-B0P (U) and his dialogue system (S) can be shown as follow:

evant to the interaction between a user and a system [15].(1) U: Where can | have my birthday dinner with 5 to 6 friends
Ontology-based context modeling has advantages in terms oftonight?

sharing a common understanding of the structure of context(2) S: Well, | suggest the medium size restaurants near to your
information among users, devices as well as services, andplace. | have found some French, Chinese and also Italian
reusing the domain knowledge, and also describing contextsrestaurants. Which cuisine do you prefer?

at a semantic level. (3) U: I prefer French food, otherwise Italian food is also ne.

User preference modeling. Given that the user can be consid{4) S: | have found 10 French restaurants. The closest one

ered to be part of the contextual information, it is essential to 'S “Io_l'e Bon Plat’, 3next to the Secauxstation.l_kTh% price is
employ user models to differentiate user types and adapt theMedium, costing 35 euro per person. Do you like It
(5) U: Sounds good, but is there any cheaper one?

erformance of dialogue systems accordingly [11]. The Gen- .
b 1a/0gue sy ingly [11] (6) S: Yes, a cheaper French restaurant “Le Gourmet” costing

eral User Modeling Ontology (GUMO) provides a uniform .
interpretation of distributed user pro les in intelligent seman- 22 €Uro per person is at the Antony center. But you need to
take the bus 379 for 3 stops.

tic web enriched environments [6]. From the quantitative per- .
[6] q P (7) U: Oh, no. A bit far, | want to a closer one.

spective, preferences are rating and de ned as a function ; . . .
that captures the satisfaction or appealingness of ariifin (8) St Intthis case, there is no sunable F_rench restaurant. How
about an Italian restaurant? “Bel Cibo” is on St. Velpeau, two

to user 2 U within a scale of numerical values [13], usu- kil far f |
ally the real interval [1, 1],i.e., :U | ! [ 1;1]. Onthe llometers far from your place. It costs 28 euro per person.
(9) U: Nice, | will choose this one.

other hand, preferences are also viewed as qualitative descrip
tions of a set of properties that specify user interests, which As the above interactions show, a smart dialogue system
can be added to the queries as constraints [8]. A preferenceshould have the following features:

model based on MAUT proposed in [3] is represented as: a _ _ )
pair FVi: 1 Vg FWa; : Wn g), whereV; is the value function 1. The systems can select interesting objects for users by con-

for each attribut@\;, andw; is the relative importance d; . sidering their context-dependent preferences. For example,

The utility of each productty; a,; :::; ani) can be hence cal- since “Bob” has a social activity (i.e., birthday dinner),
the system infers that fast food is not his current prefer-

RELATED WORK

This section overviews some important issues concerned with
the design and implementation of context-aware dialogue sys-
tems in smart environments.

culated as: !
ence. Moreover, user preferences are interpreted as both
X hard constraints (e.g., price less than 35 euro) and soft con-
U(hag;az;iani) = wiVi(a) straints (e.g., preferring French food to Italian food).

i=1

Based on the above methods, we are targeted at assessing tBe The systems is able to explore multi-attribute tradeoffs for
preference weights within utility functions and updating the  assisting users in locating their target objects. In case that
weight values in the user pro le. there is no answer can meet user's all desired attributes



(e.g., cheaper and nearer), the system can provide a list of
suboptimal alternatives and further adjust their ranking.

3. The systems should have a re nement mechanism, allow-
ing to improve the accuracy of recommended items accord-
ing to user's critiques. As the scenario shows, the prefer-
ences are adjusted and queries are accordingly re ned over
interactive dialogue turns.

ARCHITECTURE OF PREFERENCE-ENABLED QUERY-

ING FOR SMART DIALOGUE SYSTEMS

Based on the above derived requirements, we designed an ar-
chitecture of preference-enabled querying for smart dialogue
systems (PEQSDS). As shown in Figure 1. The main compo-
nents and their interactions are elaborated below:

Ontological knowledge base. An ontology-based knowl-

edge base is constructed to represent the background knowl-

edge. It consists of the geographic knowledge exploited from Figure 1. Architecture of PEQSDS

DBpedia for representing location information and also the

domain-speci c ontologies, e.g., a tourism ontology that can ) _
capture the concepts of point of interests. These background/Ve make use of the standard ontologies and further describe
knowledge is exploited by the query re nement mechanism the weighted preferences within utility functions.

to enrich the user preferences.

Context-dependent preference model. In order to represent
preferences in a given contextual situation, go beyond the
physical context like current location that can be measured
by hardware sensors, we also consider the logical context,
such as user's activities. For example, a user typically prefers
to drive highways for commutingagtivities & timg, but he
wants to drive through country roads to go to a supermarket
during the weekend. The relations between those context di-
mensions are represented by the properties in the Resource
Description Framework (RDF) schefauch as a useqrer-
formsan activity, so that the system can decide the appropri-
ate information (e.g., navigation information) that is adapted
to the user's current context. We rely on RDF as data model to

formalize information as it facilitates the integration of mul- Figure 2. A User Preference Model
tiple data sources and the representation of information in a
exible way. As Figure 2 shows, the concept preference has the subject

topic and the temporal stamp. The former concept speci-
es preferred topic in a given domain, while the latter one
describes the temporal dynamics of preferences. In particu-
lar, the object Topic has two properties: the propentgr-
allWeightis re-used from the Weighted Interests Vocabulary,

Query re nement mechanism. The user's requests are rstly
processed by thdialogue managemenbmponent relying on

the technologies of speech recognition, while designing this
component is out of the scope of this paper. After receiving

the processed requests, the query re nement mechanism ithiIe the propertyobjectAtiributeis de ned by us to repre
triggered to generate corresponding queries that encodes bot . : ) - ; )
99 g P 94 sent multiple attributes with utility functions. Further, tbie-

hard and soft preference constraints. The initial query set is ; " - .
further enriched and re ned according to the user's critiques 18CtAttributehas a propertyitilityFunction, which allows to

until the retrieved items can meet the information needs. ~ sSIgn a function weight for each attribute. Thus, a quantita-
tive model of preferences is constructed to compare all alter-

User preference model natives within a topic.

Semantic Web vocabularies such as the Friend-Of-A-Friend
(FOAF)® and the Weighted Interests Vocabulgrfacilitate
usage and integration of user pro les in different applications.

Query Re nement Mechanism
Our algorithm of query re nement mechanism can be de-
scribed in three main steps: generating initial queries accord-

2ww.w3.0rg/TR/rdf-schemal ing to user preferences that are enriched by exploiting the
3http:/ixmins.com/foaf/spec/ knowledge base; adjusting user preferences according to the
“http://smiy.sourceforge.net/wi/spec/ critiques and further assessing the preference weights based

weightedinterests.html on the MAUT; and re ning the queries with respect to the



adjusted preferences until the retrieved items meet user's in-3. Query re nement.

formation needs. In the following, we explain the sub-steps
of our algorithm regarding how it generates a list of possible
relevant items and uses the top candidate to learn user's crit-
icisms, and how it adjusts the preference weights and further
adapts the retrieved items to user preferences.

1. Query generation. To translate a user's request to an appro-
priate query, the preferences are enriched by exploiting our
knowledge base, and an initial query set can be generated
by reusing the SPARGLquery generatorwe developed
for our Relevance Assessment Rule Engine (RARE) [7].
For example, an initial request in our scenario can be ex-
pressed asselecting near restaurants at medium prices for
Bob having his birthday dinerBy taking into account the
contextual information, including user's current location,
target event and also preferred cuisine recorded in the user
pro le, a SPARQL query can be generated as:

According to the adjusted prefer-
ences, the hard as well as soft preference constraints en-
coded in the queries are re ned. The query with nega-
tion expressions can be encoded to lter out irrelevant re-
sults. For example, in dialogue turn (3), the expression
MINUS f ?cuisine = res : ChineseFood is to meet

to the constraint of cuisine preference, and in turn (5) the
expressionFILTER (?price < 35) is to meet the con-
straint of price preference. We also implemented our al-
gorithm of preference weights updatintat uses theon-
STRUCT query to infer new triples for updating the weight
values. In order to collect the items with higher preference
weights, anORDER BY DESC (?overallWeigtdause is
speci ed to sort the results in descending order given the
overall weight values.

MPLEMENTATION

This section explains how the preference weights can be as-

sessed and further updated in the user pro le.

Weight assessment for user preferences

We present the user preferences over all preferable attributes
within utility functions relying on the MAUT. MAUT uses
utility functions to convert numerical attribute scales to utility
unit scales, thus allowing direct comparison of diverse mea-
sures. Applying this approach involves the following steps,
which are described below: 1) normalizing attribute scores
in terms of each attribute's Best-to-Worst range, and de ning
the utility function of the ith attributel;(x;)); 2) specify-

ing the tradeoffs between attributes to re ect user preferences
about the relative importance of each attribute and de ning
ki as the weight of the ith attribute; and 3) for a consequence
set that has values; X2; :::; Xm 0On the attributes afh objec-
tives, its overall utility is computed asd(XpXp; i Xm) =

KiU1(X1)+ kaUz(X2) + i K Um (Xm ) =
where(k; + ko + i+ kyy, = 1), andO

0 UXg;Xz;inXm) 1

. . We illustrate how the preference weights can be assessed by
2. Preference adjustment. According to the preference-based,y,\ving the above approach in our scenario. Regarding to
organization (Pref-ORG) algorithm proposed in [2], each ihg three alternatives and their attributes selected in a speci ¢
alternative item will be turned into a tradeoff vector (i.e., interaction cycle, i.e., a French restaurant named “Le Bon-
criique pattern) comprising a set ddtfribute, tradeoff ~ pjap (35 euro per person; 1 kilometer distance), a French
pairs. The tradeoff indicates whether the attribute of an regayrant named “Le Gourmet” (25 euro per person; 3 kilo-
item is improved or compromised compared to the same meter distance) , and an Italian one “Bel Cibo” (28 euro per
attribute of the top candidate. Enlighten by the above cri- person: 2 kilometer distance), we rstly set the best value (1)

M kiUi(xi),
Ui (Xi) 1, and

tique generation approach based onAlpeiori algorithm,

we explore the user's stated critiques not only to adjust
the preference order, but also to determine the tradeoffs
between attributes, so that the user preferences about th
relative importance of each attribute can be re ected. For
example, in dialogue turn (3), a preference order regard-
ing the cuisine is adjusted af? referencesqogrype
French Italian ; and in turn (5), the price constraint
is modi ed as: Preferencepice = price < Medium ;
and also in turn (8), the relative importance of attributes
are adjusted agpriceRangeyeignt distanceweignt

foodT ypeweight -

Swww.w3.org/TR/rdf-spargl-query/

and the worst value (0) by comparing their property values as:

Uprice (25) = 1; Ugistance (Gourmet) = Ugistance (3) =

%, Udistance (BOﬂP|at) = Udistance (1) = 1 . Then, aCCOFd-

X
X
notes the worst value of;, andxi+ denotes the best value of
X, utility functions can be de ned addyice (BelCibo) =

0:6; Ugistance (BelCibo) 0:5. Further, the ratio of
the weights is speci ed according to user's critiques, e.g.,
Kdistance = 2=3Kyrice . Finally, the overall weight can
be assessed asU(Bon) 3=6 0+25 1
0:4;U(Gourmet) =3=5 1+2=5 0=0:6;U(Cibo) =
3=5 3=5+2=5 1=2 = 0:56. It can be seen that in this

Xi

1
Xj

ing to the following formula:U(x) = wherex; de-



interaction cycle “Le Gourmet” with the highest weight can
be recommended.

SPIN for calculations

We de ned SPARQL rules in order to calculate the over-
all weights and also update the values in the preference
model. The SPARQL Inferencing Notation (SPtN)ro-
vides the syntax to attach SPARQL queries to resources in
an RDF-compliant way using RDF properties spin:rule and
spin:constraint. The spin:rule property accepts SPARQL
CONSTRUCT queries as value and can be used to infer new
triples on the basis of the statements in the query's WHERE
clause [14]. SPIN adoption is supported by tools as TopBraid
composef. SPIN allows us to de ne a functiorcalOverall-
Weight (value, functionWeight, overallWeight): odbr cal-
culating the preference weight of a given item. As Figure 3
shows, the CONSTRUCT clause infers new triples that repre-
sent the updated value of the preference weight, and the LET
clause speci es how the value is computed by assigning the
ratio of weight.

Figure 4. A Part of Preference Model in the Scenario

recommended items once the query has been re ned. The
precision denotes the ratio of correctly retrieved items over
all retrieved items and can be de ned as the following for-

. iai _ Jfretrieved items g\f user target items  gj
mula: Precision = if retrieved items  gj :

Further, the interaction effort reduction, which is used
to assess how effectively the system could potential
reduce users' objective effort in locating their tar-

Figure 3. A SPIN Example get choice [2], is dened as: EffortReduction =
NumPsers

1 actualCycle  targetCycle )
PRELIMINARY EVALUATION NumUsers i actualCycle '
We preliminarily evaluated our architecture PEQSDS, in par- actualCycle denotes the number of cycles a user actually
ticular the query re nement mechanism based on the dataexperienced anthrgetCycle denotes the number of cycle
constructed from our scenario. until user's target choice rst appeared in the recommended
items. In addition, a baseline is de ned as: choosing the
candidates by specifying a single search criterion (i.e.,
choosing the restaurants for the user within 2 kilometers).
We compared the results of the re ned queries to those of the
baseline.

where

Dataset construction To collect a list of items that the user
“Bob” may be interested in, we exploited a web search en-
gine, namely Paris Digestwhich is acted as a city guide for
tourism and can recommend points of interests such as restau
rants and hotels. By specifying the constraints of location,
price, date and cuisine, 22 restaurants were recommended byresults In the beginning of the experiment, among a set
the search engine. In our evaluation setting, those items wereof n potential interesting itemsn( = 22), after re ning
used for re-ranking relying on the query re nement mecha- the preference order on the cuisine, two items were ltered
nism. We also established a preference model that can specifyout and the remained 20 items were sorted by the distance.
how much a user is interested into a certain topic. The pro- Then, the top candidate was used to collect user's critiques
le snippet shown in Figure 4 expresses that the user “Bob” (e.g., cheaper). In the second interaction cycle, 3 alterna-
is interested into an restaurant named “Bon”. For this inter- tives were retrieved after modifying the preference constraint
est, the utility functions of price and distance &ré@ and0:0, on the price range. Accordingly, the precision is enhanced
separately; and the preference weighd:i33. to 0:33, compared to the precision achieved by the baseline
(Precisionpagineline = 0:25). By executing SPARQL rules

to assess the preference weight, the overall utility was re-
calculated for each alternative, and the corresponding queries
were executed to rank the alternatives by the updated weight
®http://spinrdf.org/ values. In the third cycle, the target choice was ranked as
"http:/mww.topguadrant.com the second candidate. This result requests another interaction
8http:/mww.parisdigest.com cycle to re-compute the preference weights by adjusting the

Evaluation measures We measured the precision of
retrieved results in each interaction cycle, in order to assess
how likely user's target choice could have been located in the




ratio of the weight. Finally, the target choice appears in the 3.
= 0:25). The above pre-

liminary results show that our approach can satisfy multiple
search criteria and enable end-users to more ef ciently target
their best choices. However, the limitation is that the target

fourth cycle EffortReduction
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Hu, B.Towards Contextualized Information Delivery: A
Rule-based Architecture for the Domain of Mobile
Police Work PhD thesis, Delft University of
Technology, Delft, The Netherlands, 2011.

8. Karger, P., Olmedilla, D., Abel, F., Herder, E., and

constraints. Moreover, it is able to adjust user preferences and

further re ne the queries by learning the user's critiques. Our
preliminary evaluation based on a scenario of mobile conver- g,
sational search shows that the query re nement mechanism
offered by PEQSDS can incrementally improve the accuracy

of recommendations.

10.

We currently investigate the enhancements to our approach

by applying critique generation and association rule mining
techniques. We will show how the tradeoffs between desir-
able attributes can be determined according to the critiques.
Relying on our ontological knowledge base, we will further
demonstrate how our system is adaptable for dynamic con-
textual situations. We will also implement SPARQL rules
and improve our algorithm to enhance the ability of comput-
ing the preference weights. Our future work mainly focuses 12.

Siberski, W. What do you prefer? using preferences to
enhance learning technolodyearning Technologies,
IEEE Transactions on,11 (2008), 20-33.

Keeney, R., and Raiffa, Hhecisions with multiple
objectives: preferences and value trade-offambridge
University Press, 1993.

Kuo, M., Chen, L., and Liang, C. Building and
evaluating a location-based service recommendation
system with a preference adjustment mechanisxpert
Systems with Applications 38 (2009), 3543-3554.

11. Lopez-Mzar, R., and Callejas, Z. Multimodal dialogue

on conducting evaluation studies based on large and realistic

datasets to show the feasibility of our approach in a pervasive
environment. We plan to exploit user's pro le information
and the search history provided by YAHOO! Local, and fur-
ther evaluate the system behavior in terms of ranked-biased

precision and also the interaction effort reduction.
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ABSTRACT

The paper reports on the findings of our questefasting
multi-modal design patterns. Further, it describas
approach to elicit new ones from a diversity ofl-xearld

applications and our work on organizing them into a

meaningful pattern repository using a set of priénde
parameters, so that they can be described in aromiénd
unambiguous way  easing their
comprehensibility and applicability. These patteemable

designers to optimize the interaction between huma

operators and systems that reason about and prelgcti
react on information captured e.g. via sensorsréfbee we
think that research on interaction with smart otgjexmuld
benefit of this work.
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INTRODUCTION
Rationale

The design of multi-modal, adaptive and pro-active
interfaces for complex real-time applications regsi a
specific approach in order to guarantee that theraation
between human and computer remains natural. Irr dode

' the interface to adapt to the user and the contlextsystem

needs to reason about her needs and proactivept éola
"these while keeping the user in control. The HMirffan-
machine interface) design should accommodate wgryin
forms of interaction, depending on what is mostrappate
for that particular user at that particular timdMI design
patterns are a powerful means of documenting design
know-how, so that it can be re-used. We proposeradi
framework to organize and annotate this know-howhso
the designer (or at runtime, the system) is supplairt the
selection (and instantiation) of a pattern, fithe situation

at hand.

Project context

The contribution described in this paper has besmldped
in the context of ASTUTEa large EU research project.
The project focuses on the design of intelligenerus
interfaces, providing pro-active decision supportite user.
The ultimate goal is to develop a platform for Hinb
embedded products that capture, reason and act wgern
intentions thereby taking into account the usesitext
(i.e. user environment and all the factors whichl wi
influence the user performance) and state (i.eedsp
determining the ability of the user to perform ingxen

! ASTUTE Pro-active decision support for data-inteas
environments; http://astute-project.eu/



situation, such as stress level, fatigue, ...). Thejept
approach will be validated with various demonsti®to
proposed by leading industrial partners in theofelhg
domains: automotive (infotainment decision supggstem
aiming at increased driver's safety and comfortjpmics
(anticipation support for the pilots to plan thigisks for the
descent, under a huge workload), emergency disipgtch
(distributed and highly dynamic decision support fioe-
fighters, their commander and a crisis team fatitig the

Relevant patterns from literature

As a basis for our collection of patterns to beed#tl to the
project consortium we explored the literature onltimu
modal interaction design patterns. We selectedsudting

[19], [17], [15], [13], [16], [18] and [20], 2 patterns
deemed applicable to the type of systems envisagedr

project. To validate their applicability to our peot, we

organised a workshop among the designers of therelift

application domains. During this workshop, eachttod

management of emergency events), building managemerdemonstrator designers indicated which ones of Zke

(context-tailored support for the daily activitiethe staff

identified patterns were relevant for their desidtach

of a rest home) and manufacturing process managemersiemonstrator identified about 13 relevant patterh8.

(distributed control room solution supporting thiéedent
roles on the production floor via distributed des¢ both
fixed and mobile). Our goal in this project is tmyide an
appropriate methodology for user interface dedigised on
design patterns. For this purpose, we have devélape
generic approach for collecting and organizing HMbign
patterns, so as to facilitate the design of hunentred
intelligent interfaces.

Human-centred interaction design and design pattern s
In recent years, the need for human-centred desighe

patterns from the list were relevant for at leasif4he 5
demonstrator designs.

Identifying new multi-modal patterns from designs

Method

As a method to identify new patterns, we used tlsteps
worked out by [21] on the basis of [8]'s motivation
observation, comparison, enrichment by imagination,
prototyping, forces identification and applicalyilitontext
analysis. During a workshop, the demonstrator desiy
were made aware of the concept and usefulnesdtefps

development of embedded systems has been recoghised

[1], [2], [3] [4])- In need of a systematic apprbato their
activities, human-machine interaction (HMI) designare

developing human-centred design (HCD) methodolodies

[5] [6], [7]). Throughout these methodologies HMgésilgn
patterns play an important role in exploring andcfying
the interaction between the human user and the c@mmnp
in that they inspire design and enable to reusecreta
solutions through appropriate descriptions [8]. Tdea of a
pattern as a piece of proven and reusable desigwl&dge
has already been applied to interaction design byraber
of organizations, resulting in pattern librarie§ [20], [11],
[12], [13], [14] and a key reference publicatiorb[1More
specifically, design patterns for multi-modal irgtetion
have also been investigated in [16], [17], [18]9][1That
collection, far from complete, triggered us to fimdw
patterns and to develop a method to refine theicidgtion.

Section 2 describes how we have been collectingpnpet,
both from the literature and from the demonstralesigns.
Section 3 explains our methodology work on organgzhe
collection of patterns. Section 4 provides an akldo
future activities to continue this research.

COLLECTING PATTERNS
In this section, we describe how a collection dtgras was

assembled as input to our methodology. Via a fatuse

literature review, all existing patterns relevamr four
project were listed, i.e. patterns for systems sgiport the
users’ decision making through multi-modal and pctive
interfaces. Furthermore, new patterns were elicitech
bottom-up fashion, from the designs of the demansis
discussed above.

Figure 1: ‘Context based information articulation’ pattern in
Emergency response

New patterns were identified in a combined fashidMl
designers proposed a set of new patterns (top-down)
demonstrator designers scrutinized their designsl an
proposed a set of patterns (bottom-up). Again iuesy
collaborative and iterative manner among the detnatos
designers of the 5 application domains, the pragose
patterns were discussed, filtered and refined. Hewenot
all proposed patterns were included in this finstl since
typically some system functions were confused with
patterns. For example, route calculation or task
management are functionalities, for which particula
interaction patterns might be defined. The cardidit



was filtered in
application dom

terms of applicability to the diféat
ains, yielding a final list of 8 fmnhs:

Multiple warnings

Meaningful sounds

Goal progression-based information detail and

adaptation

Mode switch

Interactive instructions

Modality combination for urgent messages

Spatial point

representation

Context-based information articulation

Example
The following e

xample illustrates the type of paitethat

were newly identified:

Label

Description

Pattern name

Problem

Solution

Goal progression-based informaticaildet

and adaptation

The user is performing a task, while fthe
goal and execution progression are kngwn
by the system. How to reduce informatipn
overload and provide the user with the

essential and specifically tailorgd
information?

the patterns into themes. The description of thtesenes
gives an idea of the range and typology of all grat
relevant to our project:

System capacities- related to system features e.g. task
management, commands...

Input - patterns that are either multi-modal, or spedific
one modality (e.g. speech-enabled form) or two. (eugjti-
modal interactive maps)

Criticality support - applying to critical situations e.g.
alerts, simulation...

Context-aware systems +equiring input about user state
and context from sensing devices in order to adapt
interaction

Pro-active system behaviour -depending on the capacity
of the system to anticipate/predict the needs efuter and
react accordingly

Output - presenting information to the user in the most
appropriate form

Although we were able to identify the patterns froine
literature that are applicable to the designs andeiscribe
new patterns in the same textual format, we obsletliat
this level of description is not optimal in view iusability
in other domains.

Section 3 describes our endeavour to refine anuhdtze
the description of patterns in a step towards auigen
design methodology.

At the appropriate time, the system aslipt pATTERN-BASED DESIGN METHODOLOGY

the level of information detail an

perspective conveyed to the user, based Goals

on the user’'s proximity (in space andfor

time) to her goal. In visual modality, th]s

can be considered as a zoom ipto

important information by refining th
level of information detail and b
providing complementary informatiof.

Consider using an extra modality in order
to notify the user of a change during the

task and display of information.

Table 1. Example of newly identified patterns

To present the

patterns at a high level, we cite |ébel,

problem and solution, and an example that givesnarete

idea of what the pattern intends to support. Thi fu

description of patterns will include worked out ftypes
from the demonstrator designs.

Figure 1 illustrates the application of a new patte the
emergency dispatching domain.

Pattern themes
Space limitatio
patterns identifi

n does not permit to list and defiale
ed so far for our project. We haveuped

Re-use

The main motivation for describing existing solutoto
known problems is to make this design knowledgél avie
to others, both designers and non-designers. Hawéve
order to be usable, patterns need to be described i
uniform way at the right level of detail so thaeytbecome
applicable to other design contexts. Apart fromeatain
level of ambiguity associated with the textual diggion of
the pattern problem and solution, the questionehthand
‘how?’ also need to be answered. This informatien i
missing from most multi-modal pattern descriptione
found in the literature, those found in [15] ad@®] being
noticeable exceptions.

Selection

The designer needs to be able to select the pattatnis
applicable, based on the characteristics of a qudati
situation: context, information type and user typost
pattern collections use a hierarchical classifaratscheme
to support this process. Patterns belong to catgor
possibly to subcategories, as in [15]. For instamgéhin
the pattern category ‘tables’ one will find subcmees
such as ‘basic table’, ‘table with grouped rowdg. €The



user’s selection process is guided by the labelghef
(sub)categories. This principle is also used inlioa-
pattern libraries, such as Welie.com [11] or Yabom
[10]. However, the limits of hierarchical classdton are
well known: different persons may classify elemeits
different classes, resulting in the difficulty tod an item.
Moreover, a strictly hierarchical organization doest
suffice to enable a motivated selection because
approaches the patterns from only one perspective.
need a richer organization where patterns can lexted
from multiple perspectives and all their charastas or
attributes are taken into account.

itemergency_site’ ‘has_noise_level’ ‘loud'.

the community of expert designers (e.g. in the fasm
design patterns). Finally, application-specific whedge
formalises what needs to be known about a particula
application area (in our case: the 5 demonstrabonains).
For instance, it will be specified that the acivit
‘measuring_air_quality’ in the emergency responsmain
requires the use of ‘both_hands’ and that the ionat
By seating
these layers, a maximum reusability of design keogée
(i.e. design patterns) is guaranteed.

Moreover, [22] illustrates with an example that the
formalisation of the features that determine theasion at

The above described selection process applies ¢o thhand (as captured e.g. by sensors) and the chasticgeof

selection at design time (i.e. when the interactien
designed, before implementation). However, in
applications that we envisage, some decisions beduk
made at runtime (i.e. while the user is interactvith the
system). For instance, depending on the contettteouser
state, a particular modality is not available.His tcase, part
of the pattern may be instantiated slightly diffehg We
might also envisage that an adaptive interfaceiepmine
or another pattern at runtime, depending on the’sise
context.

the interaction between the user and the systemwslfor

the making decisions at runtime on the appropriate tityda

a particular situation.

In line with this framework, we have derived a #t
parameters to specify design patterns. Our hypistihethat
these parameters will facilitate the descriptionpafterns,
the selection of the appropriate one (at desige)tiamd the
selection of the right modality and other featucdsthe
interaction (at runtime).

In the following sections we describe the methods Parameters

incorporated in our methodology to match the alynas.

Methods

Structural description

In order to document patterns in a consistent wag,
propose a structure that contains the necessarymiation
to allow for re-use of this pattern in new desighss based
on a proposal by [21] compiled on the basis of guatt
structures by different authors, building further the first
attempts by [8]. This structure still needs to bédated by
applying it to all our newly identified patterns.describes
the following pattern characteristics: name, taskd a
problem, context, applicability, solution, conseqces,
examples and relationships.

Modelling framework

To meet all our goals however, we need a more fblewal

of analysis of the characteristics that specifyatigun. [22]
and [23] have argued that, in order to be usableraatice,
HMI design theory (guidelines) and expert knowledge
(expertise and patterns) need to be formalised.y The
propose an ontology-driven semantic modelling framd
and distinguish 3 levels of modelling abstractidomain,
expert and application-specific knowledge. Domain
knowledge captures the generic HMI design knowleidge
the form of concepts that are typical in multiplmast
environments. For instance, the concepts ‘usegyitk’,
‘primary activity’, ‘modality’ are connected to da®ther

by means of relationships (‘uses’, ‘performs’,
‘supports_modality’). Expert knowledge incorporatéms
specific knowledge on multi-modal interaction résglin

A set of parameters to be used for HMI pattern dgson
and specification has been derived through multiple
interactive and iterative sessions between a migach of
HMI designers and ontology engineers. The goalheké¢
sessions was to develop a uniform HMI pattern model
reflecting the need for a formalized descriptiornd aen
increased level of detail, in order to be able #zide on
pattern applicability in a certain design conténtthe spirit
of ontology-based modelling, the resulting model ais
hierarchical class structure, describing patterrapaters
and their attributes. Two major types of parameterge
been identified: 1) parameters that characterieepéittern
(see Figure 2) and 2) parameters that charactdhiee
situation in which the pattern will be applied. Thattern
parameters specify the essence of the pattern rapdsie
constraints on the situation in order to be applieaFor
instance, if a pattern is specified to have asrd@raction
mode ‘visual output’, the visual output interactiohannel
of the user needs to be available. On the othed,hgome
features of the situation might determine the imsadion of
particular pattern variables (e.g. whether or rotuse a
particular modality).

Our study showed that the specificities of patteras be
described in a sufficient detail by means of théofaing 3
parameters:

Information features of the information conveyed via the
interaction e.g. type, volume to be presented, dexity

Interaction mode characteristics and constraints of the
interaction channel to be used e.g. modality anection.



Interaction events features of the interaction events
triggered by the pattern e.g. what is its prioréynd
importance for the user, whether the interactiorl wi
interrupt the task that the user is currently peniag, does

it require coordination with other events or tasks?

It also emerged from our study that the following 3
parameters are sufficiently expressive to fullyrelsterise
the situation in which patterns can be applied:

User. profile of the user, both intrinsic (senioritynt. task,
familiarity with the system) and context relatedcffis w.r.t.
device, alertness, availability of senses, role tie
interaction).

Context the situation in which the user finds herself. e.g
safety, stability, privacy, visibility and noiseof physical
and social context are modelled.

First, the proposed patterns will be validated tadtkdesign
time and at runtime. Most of the patterns will
instantiated in at least 2 of the 5 demonstratdrow
project, hence we will find out which patterns asaid
across domains. Feedback of the designers aboussthef
the patterns in the designs will allow us to refingne and
enhance the patterns. Also, as the demonstrattotppes
have been developed, extensive user testing wéldyi
additional feedback on the utility of the patteoneinhance
the user experience.

be

Second, we will further elaborate the structuradadigtion
formalism. Starting with the existing structure, wall
refine it for multi-modal patterns. We will further
investigate what are the best means to describe and
visualize the specificities of multi-modal patterns

The proposed hierarchical parameter model and the

Device features of the device(s) with which the user is relationships defined between the different paramet

interacting e.g. mobility constraints, size,
interaction mode, modality, direction (in or output

prexso

classes are presently being implemented as aléaltyéd
ontology enabling further model refinement and oe#sy.

Various relationships have been derived between théWithin the consortium, a runtime adaptive HMI eregiis

parameter classes and subclasses as for instamstceD
supports Interaction Mode, User executes Task, Tiask
PartOf Workflow, User _has Context,
Information, User interactsVia Interaction Chanrt,

Figure 2: Semantic parameters that specify the patirn

CONCLUSIONS AND FUTURE WORK
The methodology set out in this paper lays the dation
for future work on several fronts.

being developed on the basis of the parametersopeapin
this paper. As described above, context values bl

Device sends derived from sensor data and reasoning about ttwgext

values will enable to determine the applicabilifyagattern
in a particular situation or the selection of atisatar
variant of the pattern. Similarly, smart objectsiidobehave
differently according to the context by applyingeowor
another interaction pattern at runtime.

Through this work, we aim at demonstrating that the
modelling of appropriate data about user state camdext
linked to the specification of interaction pattegmnstitute

a powerful means to realise a proactive, adaptivdtim
modal interaction.

The benefits of this approach have already been
demonstrated within the project consortium, asphterns
have fostered multiple communication exchanges tatheu
similarities and the differences across the difiere
demonstrator domains, in view of better grasping th
essence of the envisaged type of systems. We belieat
the results of this project, including the releasea well-
documented collection of interaction design pateoould
benefit a larger community, encompassing the solgects
community, in particular but not limited to thosealving
interaction with users. This can be achieved bireetp a
collaborative environment where different stakebaoddin
the design domain could interact, exchange ideagrdve
and annotate patterns proposed by others and lootri
new patterns.
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ABSTRACT as Codecheck.info, Barcoo.com, Fddb.info, Das-ist-drin.de
The availability of food ingredient information in digital form  or Wikifood.eu, which has been developed and is maintained
is a major factor in modern information systems related to by the CRP Henri Tudor. Many platforms also provide inter-
diet management and health issues. Although ingredient in-faces for mobile devices, so that food information becomes
formation is printed on food product labels, corresponding more easily accessible. Most databases rely on the partici-
digital data is rarely available for the public. In this article, pation of volunteers and therefore offer interfaces for users to
we present the Mobile Food Information Scanner (MoFIS), a add new products or edit product information. However, man-
mobile user interface that has been designed to enable users toal entry of food information is tedious and time consuming,
semi-automatically extract ingredient lists from food product which restricts the growth of the corresponding databases.

packaging. The interface provides the possibility to photo- .
X . According to a 2005 WHO report [6] and Robertson et al.
graph parts of the product label with a mobile phone camera. Ll4]’ the attitude of European consumers is changing to-

These are subsequently analyzed combining OCR approachewards the intensi ed consumption of healthy food. In or-

with domain-speci ¢ post-processing in order to automati- der to enable users to take informed decisions concerning the

gﬁlrlgcext{_gcérzgher\éatr;]telnfli);mat:)c;r;hvgltdha?ar#]gggnccjjz%r?g t? é 32'6 dhealthiness of food, extensive food information platforms are
Y- q y needed. Research on how to encourage users to voluntarily

in health-related applications, the interface provides methods : . : )
for user-assisted cprrc))ss—checking and corree:tion of the auto—prOVIde digital data have resulted in game-like approaches,

X : X . for example the mobile game Product Empire by Budde and
matically recognized results. As we aim at enhancing both . o . i
the data quantity and quality of digitally available food prod- Michahelles [2], where users can build virtual empires by up

. . : : . loading product information. Still, to the best of our knowl-
uct information, we placed special emphasis on fast handling, e ; .
exibility and simplicity of the user interface. edge, none of the approaches that involve user input of dig-

ital food data offer methods for automated image-based data
extraction of ingredient lists, although the data is available,
printed on the product labels. In addition, food product labels
change frequently as indicated by Arens et al. [1], so that it is
important to keep the data up-to-date.

Author Keywords
Mobile user interface; information extraction; food product
information; optical character recognition; data acquisition.

ACM Classi cation Keywords Image processing and optical character recognition (OCR)
H.5.2. [Information Interfaces and Presentation]: User Inter- have been in the focus of research for many years, and cor-
faces — Graphical user interfaces, Interaction styles responding commercial tools as well as open-source solu-
tions are available for desktop computers. There are mo-
INTRODUCTION & RELATED WORK bile OCR tools using server-based methods to process images

captured by mobile devices, such as Google Godgieshe
ABBYY Business Card Reader For translation purposes,
mobile apps for instant recognition and translation of writ-
ten text are available, e.g., Word Lénsr TranslatAR [5].
Laine and Nevalainen describe a theoretical approach to how
OCR can be performed directly on mobile devices [9], and
there is furthermore at least one prototype implementing the
Tesseract OCR engifior Android device3. Most applica-
tions of OCR tools require scanned text documents that are of
high quality and have a clear contrast between text and back-
ground to produce good recognition results. Ingredient lists,

Ingredient information about food products can be interest-
ing for different groups of people due to either ethical or
health reasons, such as nding organic or vegan ingredients,
or ltering out products unsuitable for allergy sufferers or di-
abetes patients. Although ingredient information is printed
on food product labels, corresponding digital data is rarely
available for the public. Various online food databases pro-
vide ingredient data; most of them are user-maintained, such

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for pro t or commercial advantage and that copies http://www.google.com/mobile/goggles/
bear this notice and the full citation on the rst page. To copy otherwise, or 2http://www.abbyy.com/bcr/

republish, to post on servers or to redistribute to lists, requires prior speci ¢ 3http://questvisual.com/us/

permission and/or a fee. 4 . .
U1 2013 Workshop: Interacting with Smart Objects, March 18, 2013, Santa http://code.google.com/p/tesseract-ocr/

Monica,CA, USA *https://github.com/rmtheis/android-ocr
Copyright is held by the author/owner(s)




however, have various appearances like different shapes of
product packaging, varying foreground and background col-
ors, glossy surfaces or irregular background patterns. In our
research setting, the pictures are assumed to be taken with
a low resolution mobile phone camera. Taghva and Stof-
sky point out that OCR errors vary from device to device,
from document to document and from font to font [17]. This
can induce problems with word boundaries and typographi-
cal mistakes. In their article, Taghva and Stofsky present a
spelling correction system for the Emacs platform on desk-
top computers. However, OCR input and error correction on
a mobile phone require rather multi-modal approaches. The
advantages of multi-modal systems for error correction over
uni-modal ones are discussed in a user study by Suhm et al.
[16]. Dumas et al. describe the differences between classical
graphical user interfaces (GUI) and multi-modal ones (MUI)
[3]. The semi-structured nature of ingredient lists makes full
automation extremely challenging, although the domain vo-
cabulary of food product data is rather restricted. To compen-
sate for weaknesses of the OCR and post-processing systems,
the user has to input unknown words or unrecognized parts
using other text input methods, like the mobile phone's key-
board. In this context, Kristensson discusses challenges for
intelligent text entry methods [8]. She states that "text entry
methods need to be easy to learn and provide effective mean
of correcting mistakes”.

Figure 1: Main menu of the MoFIS application.

Figure 2: Image capturing interface with selected ROI.

?ormation. We have implemented a prototype that provides
possibilities for scanning product barcodes, taking pictures
Most references concerning multi-modal interfaces focus on of product packaging, marking and tagging regions of inter-
speech recognition together with correction methods. In the est (ROIs) and cross-checking and correcting product infor-
last decades, several user interfaces for speech recognitiormation with a special emphasis on fast handling, exibility
error correction have been presented. The systems interpreaind simplicity of the user interface.

spoken language and the interfaces allow the user to correct

the result, for example using pens, touch screens or keyboard$/ain menu

at mobile phones or 3D gestures at Kinect-based game con-Using four buttons, the user can start the different tasks of the
soles. Some of the techniques encompass word confusiondata acquisition process (1. barcode scanning, 2. taking pic-
networks, which show different candidates for each recog- tures to collect text information, 3. correcting and verifying
nized word that can be replaced [12, 18], some show inter- the OCR result and 4. submitting data). Products are iden-
faces that allow the user to select sentence or word alterna+j ed by their EAN codes using the ZXING barcode scanner
tives [4], and others use the dasher interface, which allows |ibrary®.

users to navigate through nested graphical boxes in order to

select subsequent characters [7]. In the food-related domaincgjiecting information

Puri et al. propose an approach to re ning the results of an g providing product information, the MoFIS app offers the
image-based food recognizer by allowing the user to list out \;ser the possibility to take several pictures of the food product
each of the food items present in a picture using spoken Ut- nackaging in order to capture all areas containing relevant in-
terances [13]. Although the project uses disambiguation of formation, which is automatically extracted using OCR. The
recognition results through incorporation of input from dif-  yat4 preview in the main menu adapts whenever the user pro-
ferent modalities (image and speech), the system by Puri etyjges or edits food-related information or when a provided
al. does not offer any further opportunity for error handling jmage has been successfully interpreted by the system. Small
through the user. status icons to the left of the respective preview line visualize

The present paper introduces the Mobile Food Information the current state of each data item (Figure 1). In each of the
Scanner MoFIS — a user interface for mobile devices that Pictures, the user can mark several regions of interest (ROIS).

enables semi-automatic OCR-based information extraction Furthermore, the language and the type (product name, com-
from food product packaging. pany name, ingredients, nutritive values) of each fragment

can be speci ed (Figure 2).

MOBILE USER INTERFACE

The MoFIS interface aims at enabling users to add product
information to a food product database in an effortless way
with their mobile phones, in order to enhance both the data
quantity and quality of digitally available food product in-  Shttp:/code.google.com/p/zxing

Result con rmation
The user is presented an overview of all information that has
been extracted and interpreted by the OCR engine so far. It




Figure 3: Overview of OCR results. ) ) ) )
Figure 5: Detailed error correction view.

Figure 6: Sample of the pre-processing: original image and
binarized version.

Figure 4: Ingredient list overview. to compensate for text segmentation problems and to enable

the matching of composed ingredient terms, candidates with

different text lengths are considered, which are presented in
shows the status of the result for each ROI, so that the userdifferent colors in the correction view. The user can decide
can identify possible errors at a glance (Figure 3). The edit which candidate ts best to the original text marked with a
button opens a view for further analysis and error correction. box of a corresponding color (Figure 5). If the correct can-
In order to facilitate the user's interaction during the conr- didate is not suggested but a close match, the user can long
mation task, the corresponding original picture has been inte-press on a candidate in the correction view to change the pro-
grated in different views of the user interface. The aim of this posed text. In this way, the user can bene t from the OCR
approach is to keep the user focus on the screen and, in thigesults and thus speed up the data acquisition process even if
way, to reduce the probability of errors. the recognition results might not be perfectly correct. After
Due to the complex semi-structured nature of ingredient lists the user has made a selection, the subsequent word candidates

and the signi cance of their content, the interface provides are automatically adapted by the selection engine.
particular user support in the task of nding possible errors in
the corresponding OCR results and offers different possibili-
ties for error correction. Arngredient list overvievenables
cross-checking by showing a section of the original image
containing the ingredient list in the upper half and the corre-
sponding text candidates in the bottom half of the screen (Fig-
ure 4). The two parts of the view are synchronized in such a
way that the image shows only a section corresponding to the
visible candidates, and scrolling of the candidates shifts the
image accordingly. Furthermore, the exact section of candi-
dates currently visible in the lower view is marked with brack-
ets in the original picture in the upper view. The overview
initially shows the best automatically retrieved candidates ac-
cording to a comparison with an ingredient dictionary. Candi-
dates with a low con dence score are highlighted with a yel-
low or a red background, based on the error distance betwee
the best dictionary match and the OCR result. The overview
provides the opportunities t@movewrong candidatesdit
minor errors or manuallinsertparts where the OCR entirely
failed. A long press on a candidate opens a context menu witl
the corresponding options. The user can additionally double ! X o
tap on every candidate to see a detadear correction view ground. Espec!ally in the case.of poor quality pictures of
presenting several candidates for each position in the ingredi—prOdUCt packaging, pre-processing is an essential step. For
ent list provided by the OCR post-processing engine. In order "https://launchpad.net/cuneiform-linux

IMPLEMENTATION

Although modern smartphones become more and more pow-
erful, we followed the approach of the majority of mobile
OCR clients and send the captured pictures to a server for
pre-processing, OCR and post-processing. The implementa-
tion of the user interface is so far limited to Android devices.

Text extraction

The open-source OCR tool Cuneifofis used to extract the
ingredient information from the source image. Along with
the text data, Cuneiform provides the bounding boxes of rec-
ognized letters, which are used to layout the preview com-
ponents in the user interface. The OCR software is used as
a black box, so that improvements are limited to appropriate
pre- and post-processing methods.

Pre-processing

In order to achieve reasonable results, the OCR software re-
hquires binarized images. A good binarization algorithm for
text images ampli es the contrast between text and back-




this project, we apply a modi ed version of Sauvola's bina- foil). We took pictures of the ingredient lists with a stan-
rization method [15, 10]. Figure 6 shows an example of the dard mobile phone camera (5MP, auto-focus) indoors under
result of the pre-processing algorithm. normal daylight conditions, using the automatically triggered
ash light. We counted (a) the number of ingredients that
were correctly selected initially, without user interaction, (b)
the number of candidates that could be found, but had to
be selected from the list of alternatives and (c) the number
of candidates that had to be input manu&llyin average,

(a) 90.38% of the candidates were recognised correctly, (b)
4.08% could be chosen from suggested alternatives and (c)
only 5.54% had to be inserted manually.

Dictionary matching

Our post-processing method can compensate for OCR mis-
takes while trying to preserve the structure of ingredient lists.
Some ambiguities can not be resolved completely automati-
cally, and thus, the user interface offers alternatives, i.e., the
possibility to manually change the preselected candidates.

Structure of ingredient lists

Generally, ingredients are free-text phrases, separated bycONCLUSION

commas or semicolons. Brackets enclose nested sub-lists ofn this work, we have presented the MoFIS system, consist-
ingredients, and special patterns, like declarations of weighting of an OCR server and a mobile user interface that can
or percentages, can be appended to an ingredient. As Taghvge used to capture pictures with the mobile device, process
and Stofsky state in [17], OCR systems can misinterpret let- the pictures on the server and let the user validate and correct
ters, numbers, dividers and spaces, so that detecting worcthe results directly on the phone. Using the MoFIS interface,
boundaries is not always feasible. Therefore, reconstructionysually only little effort is necessary to accomplish the correct
of the correct ingredient list is only possible with a semi- results. The system can be used to automatically extract and

automated approach involving human assistance. validate ingredient information from food product packaging
. ) using a mobile phone, which is the rst such attempt to the
Entity matching best of our knowledge. Compared to basic OCR approaches,

In this work, the existing WikiFood ingredient list database tnjs |eads to more complete and accurate data with only small
was used in order to extract a corpus of food ingredient terms 5qditional effort.

and corresponding term frequencies. We use the concept

of bi-grams to enable access to potential candidates in con-We claim that this method provides an enormous advantage
stant time. For this purpose, the OCR result is parsed andfor user-maintained food databases compared to traditional
split into individual words. Subsequently, all word entities textinput. In the MoFIS system, most of the text is extracted
are collected and matched against the ingredient corpus. Indutomatically, so that only little user interaction is necessary.
addition, a sliding window with a certain window length is Finding errors —and especially correcting them —is supported
used to combine adjacent ingredients in order to improve the by the user interface by presenting both original preview and
matching of corrupt words and to be able to propose com- User input simultaneously. As most modern mobile phones
posed ingredient terms in the user interface. On the one handhave a camera of suf cient quality and as it is possible to run
this creates overheads as the matching algorithm is executedn€ OCR and post-processing on a server in reasonable time,
more often, but on the other hand this approach signi cantly this mechanism can provide an adequate alternative to current
improves the result of the post-processing. In the matching food-related data acquisition approaches, e.g., through web
phase, all candidate alternatives are ordered by their match-platforms.

ing quality as compared to the OCR result, taking into ac- |, o future research, we plan to evaluate the MoFIS system
count text edit distance, term frequency and term length. The by conducting user-centered studies and to adapt and extend

edit distance is calculated using the Levenshtein distance [11]i16 svstem based on the results and the user feedback gathered
between the OCR result and the candidates. The output of; y : . g

: ; ; ; ; ~'in the course of these studies.
this algorithm is a sorted list of candidates for the start posi-
tion (offset) of every entity of the OCR result. Candidates at
the same offset can span different words or letters and mayREFERENCES _
overlap with neighboring candidates. Depending on the sug- 1. Arens-Volland, A., Rosch, N., Feidert, F., Herbst, R.,
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radiologist for approval. The turn-over time is 2-30 hours and

In this paper, we present a novel mobile interaction system the process inef cient and also prone to error.

which combines a pen-based interface with a head-mounted
display (HMD) for clinical radiology reports in the eld of
mammography. We consider a digital pen as an anthropocen
tric smart object, one that allows for a physical, tangible and
embodied interaction to enhance data input in a mobile on-
body HMD environment. Our system provides an intuitive
way for a radiologist to write a structured report with a spe-
cial pen on normal paper and receive real-time feedback using
HMD technology. We will focus on the combination of new
interaction possibilities with smart digital pens in this multi-
modal scenario due to a new real-time visualisation possibil-

THE MOTIVATION

In [4], we presented an interaction method that shows how
a radiologist can use our special mammography paper writ-
ing system to conduct a full mammography patient nding
process. This digital pen based interface enables radiologists
to create high-quality patient reports more ef ciently and in
parallel to their patient examination task. Thereby, he or she
uses a digital pen-based interface where the user can write on
normal paper which is printed with a light-grey dot pattern
in order to allow for the recognition of the writing. Never-

ity. theless, this solution still requires a workstation to provide

ACM Classi cation Keywords

feedback of the real-time recognition results; hence it limits
the mobility of the pen-paper approach. Moreover the doctor

H.5.2 User Interfaces: Input Devices and Strategies, Graphi-pas to constantly change his or her sight from the paper to the

cal HCls, Prototyping

Author Keywords
Augmented Reality, Medical Healthcare, Real-time
Interaction

INTRODUCTION

A standard reaction of computer-af ne people to this ques-
tion is that they are much faster with a keyboard. And it is

true, handwriting as an input metaphor is a very slow inter-

action process when you are trying to input information into

the computer, especially for those people who learned typing
rapidly with the keyboard.

However, people still use a pen for putting down information
on paper and a lot of processes are still based on paper doc-
uments. In radiology practices paper reporting have been es-
tablished over the last 20 years. However, this situation is not
optimal in the digital world of database patient records. Digi-
tal records have many advantages over current lling systems
when it comes to search and navigation in complete patient
repositories called radiology information systems. In fact,
modern hospital processes require digital patient reports. The
current practice in hospitals is that dictated or written patient
reports are transcribed by hospital staff and sent back to the

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for pro t or commercial advantage and that copies
bear this notice and the full citation on the rst page. To copy otherwise,
or republish, to post on servers or to redistribute to lists, requires prior spe-
ci ¢ permission and/or a fee. 1Ul 2013 Workshop: Interacting with Smart

screen and back, thus the doctor cannot focus on the patient.

(a) Radiologist using digitallb) Brother's AiRScouter

pen to diagnose patients. HMD.

(c) Annotated form with

region of interest marking

the selection of associatedd) Visualisation of recognised
anatomical concepts. results in the HMD display.

Figure 1: Mobile pen-based system.

In [5] we have developed a mobile working station for the ra-
diologist that is called RadSpeech. In the following we have

Objects, March 18, 2013, Santa Monica,CA, USA Copyright is held by the €Xtended the system for the use of multiple mobile stations

author/owner(s)



combined with one stationary screen installation (see Fig- and interpreted, the result is instantly augmented in the HMD
ure 3a). The motivation of the setting here, was to provide (see Figure 1d) to give immediate feedback. Furthermore, the
hands-free interaction with a medical system using the natu- paper sheets contain special action areas to trigger additional
ral language. Basically, the scenario describes how the med-functions of the system, such as a text-to-speech engine to
ical expert retrieves medical images of one speci c patient provide optional audio feedback of the recognition results.
and then continues to make his nding by attaching semantic
information, i. e. Radlex term§ to the affected areas within
the images. Eventually, the relevant bits of information are
then processed by the backend and made persistent for late
reference.

The architecture illustrated in Figure 2 is based on the pen
component of the Touch&Write framework [1] and provides
an overview of the proposed system. First, an ink collector
component collects the online stroke data from the digital
smart pen via Bluetooth. Now, the mode detection compo-
We used a client-server-based approach, where each part thaient [6] analyses the stroke information and classi es the an-
involves more computing is runnable on a separate platform. notation into different modes of the handwritten input.

Note that regardless of the introduced modalities, all these ap-

proaches share the same underlying goal, namely to increas%]n our scenario the system has to decide whether it deals with
usability of the doctor's working routine environment, i.e., andwritten text information, image annotations, or pen ges-

making knowledge acquisition fast and easy by providing tures. The handwriting is analysed by using the MyScript en-

h : . ine of Vision Objectg and gesture recognition is performed
state-of-art user interfaces to human medical expertise [7]. gy the iGesture erameworkg[3]. Depen d?ng on thg classi ca-

In this work we combine our novel interaction designs with tion result, either the handwriting recognition or the pen ges-
current achievements concerning novel input devices, thusture analysis is triggered. The recognition results are passed
allowing for experiments with new interaction paradigms. on to the interpretation layer via the event manager compo-
For instance we have integrated an innovative mobile dis- nent. As the interpretation layer has a semantic mapping of
play systems in a form of a head-mounted display (Brother's the paper sheet layout, pen gestures and recognised texts are
AiRScouter WD-100G) which provide new ubiquitous possi- interpreted in the context of the diagnostic eld where they
bilities for real-time interaction. We applied our technology occur.

to the HMD to provide mobile augmented reality interaction
system for doctors that can be used during patient examina-
tion in the medical routine. The augmented reality system
comprises of a digital smart pen (see Figure 1a) and a speec

recognizer as input device. On the other side we have applledHMD mainly depends on the resolution of the HMD. In our

a see-through HMD (see Figure 1b) for visual feedback and a o
speech synthesis for audio feedback. See-through HMDs aredemo prototype, Brother's AiRScouter (WD-100G) has been

of special interest as the doctors can focus on the patient dur-used with a screen resolution of 800x600 pixels. Due to the

ing the examination process as the information is augmented!Imlted screen space, only selected parts of the complete nd-
in the view eld. ing form can be presented to the_ docto_r (e.g., only the res_ults
of the MRT, see Figure 1d). Making a virtue out of necessity,
In the following sections, we will describe the technical as- we display only the diagnostic area of the actual form lling
pects with respect of the pen-based annotation framework, process, which does not overload the screen. For all areas, we
then we will also illuminate the relevant parts of our dia- presentthe schematic image with the marked ROIs combined
log system. Finally, we will highlight the interesting effects with the selected anatomical concepts, as well as recognised
we gain when observing the interplay of both input channels handwritten annotations.
combined with our new augmented reality approach.

Finally, a visualisation layer is responsible for providing an

appropriate visualisation of the recognised diagnostic nd-

rﬂgs which depends on the hardware capabilities of the used
MD technology (see Figure 1d). The visualisation in the

In summary, the mode detection of our smart pen automati-

cally chooses the next step of analysis. The next analysis step
MOBILE FEEDBACK PEN-BASED SYSTEM will be. either:

Possible annotations on the printed paper may include terms

to classify diseases which are formalised by using the Inter- Pen gestures - for triggering prede ned functionalities in
national Classi cation of Diseases (ICD-10), annotations of ~ our multi-modal system,

regions-of-interest (ROI) in images, or pen gestures to choose
prede ned terms (e.g., anatomical concepts). In any case, the
system maps the handwriting recognition (HWR) output to
one or more medical concepts. Each of these ROIs can be Vjsual annotation - for marking ROIs in medical images.
annotated with anatomical concepts (elgmnph nodg, with _ ) i
information about the visual manifestation of the anatomical Finally, as the smart petknows” the content of the medical
concept (e.genlarged, and/or with a disease category using forms and provide further information on the HMD, trigger
ICD-10 classes (e.gNodular lymphomaor lymphoblastiq. actions, or provide a digitialized report of the nding.
However, any combination of anatomical, visual, and disease
annotations is allowed and multiple annotations of the same
region are possible. Whenever an annotation is recognised

Handwriting (common language combined with medical
terms) - capturing diagnostic ndings,

2http://www.visionobjects.com/en/myscript/
http:/mww.radlex.org/ : Last seen 02/09/2013 about-myscript/ : Last seen 02/09/2013




(a) The mobile medical diagnosié) The activation of the speech
working station combined with aecognition is overlayed into the
screen installation. view of the user.

(c) Overlay of the patients le in- (d) A video is streamed into the
formation. users sight.

Figure 3: The combination of a speech-based interface and a
see-through interface.

Figure 2: Proposed recognition and feedback data ow. The 1 The doctor opens microphone using either eye gaze or pen ges-
pen data is collected and further analysed in a three-tier ar-_ tures.

chitecture 2 Doctor says:“Show me the previous nding in the HMD.”
) 3 HMD: The sight of the doctor is augmented with the correspond-
ing patient le.
4 TTS: “Previous Finding:...”
THE SPEECH INTERFACE 5 The doctor continues with the form- lling process.

. .. . . 6 Doctor uses pen: The Radlex termsound, smooth, homoge-
We use the microphone array that is integrated into the Mi- ~ eousare marked.

crosoft Kinect to transmit audio signals to the speech recog- 7 TTS: “The annotationround, smooth, homogeneolss been
nition (Nuance Recognizer 9.8) The recognizer runs on a recognized”

speech server that integrates also a speech synthesizer (N
ance SVOX). Our dialogue platform is based on ontological
concepts that during runtime models the interaction process
inside a production rule engine [2].

Yigure 4 visualizes the interplay of the components given the
dialog example in the context of the multi-device infrastruc-
ture. In the centre of the infrastructure we have a proxy, that
is responsible to route and forward method invocation to any
We have adopted a design direction that allows the activationtarget recipient, i. e., /O device. The eye tracker rst inter-
of the dialog system using different type of devices. As a re- prets the gaze gesture as an open microphone command (see
sult, the user is able to choose the modality which is most 1). The invocation of the actual method on the target is passed
convenient in a speci ¢ situation. Figure 3b shows the graph- on through the network by means of the proxy. The calcula-
ical output in the sight of the user when opening the micro- tion of the intended meaning of the speech input is done by
phone by the movement of the eye. The blue dot within the the dialog system and will in turn result in the invocation of
frame that contains the microphone icon represents the visual@ remote call on the HMD part. Figure 3¢ shows the effect in
focus. The highlighted frame and a noti cation signalize the the HMD of adisplayText  call that is triggered by the ut-
activation of the speech recognition to the user. terance (see 2). Simultaneously, the dialog system processes
the audio format conveying the corresponding information
(see 4). Further, during the form- lling process using the dig-
AN INTERACTION EXAMPLE ital pen (see 5), user feedback is realized through multimodal
The following dialog demonstrates a real-world example; output that involves the dialog system and the HMD. In par-
while the radiologist is analysing medical images on the tjcular, annotating ROI with text information is accompanied
screen application, he or she is requesting for additional in- by audio feedback, note the sentence produced by the speech

formation about the patient: synthesizer (see 7) as the Touch&Write Framework recog-
nizes the Radlex terms (see 6). The pen interface accesses the

3hitp://www.microsoft.com/en-us/kinectforwindows/ : synthesis mechanism via the cafidateFindings  thatis

Last seen 02/09/2013

*http://mww.nuance.com/ : Last seen 02/09/2013 Shitp://delight.opendfki.de/ : Last seen 02/09/2013



mation system. This improves the quality and consistency of
reports as well as the user interaction. Radiologists are also
not forced to dictate information in the order in which it ap-

pears in the report. Most importantly, complete reports are
available in seconds due to the mobile data acquisition and

real-time feedback functionality.
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